Proactive Performance Management


Reducing Risk of Surprises in Changing Multi-tier Distributed Oracle RAC Environment
Boris Zibitsker, BEZ Systems, boris@bez.com
Abstract
In a dynamic multi-tier distributed environment, a planned change can affect the performance of all workloads.  Oracle has several self-healing features that focus on identified problems, but it does not eliminate a risk of surprises related to changes. 

This paper presents several examples illustrating how results of workload characterization and performance prediction justify the most effective decisions and how to set realistic expectations.  The paper will discuss how comparing actual results with expected enables continuous proactive performance management, reducing uncertainty in managing changes in a multi-tier distributed environment based on Oracle RAC.
Unexpected Performance Degradation Causes Surprises
Applications execute in an environment composed of hardware, network and application components, including all the controls and configuration decisions that govern these elements.  Insufficient understanding of how all these pieces interact often leads to disappointing results.  Correcting these complex configuration problems is usually difficult and spans multiple organizational elements.   Big surprises after planned changes to any part of an application environment may force unexpected resource upgrades while testing the tolerance of its community of users.

If selection of the architecture, hardware and software platforms, or server consolidation, application and database tuning implementation decisions are made based on just gut feelings or vendors recommendations without concrete expectations, you have a high risk of surprise.
Many factors can affect response time and throughput in a dynamic multi-tier environment with multiple workloads.  Workload growth can affect contention for application servers and DBMS servers. Even minor changes with software parameters affecting concurrency, parallelism, workload priorities, implementation of new applications, adding new functionality can affect balance, contention for resources and cause significant performance degradation.  
Business users demand from IT consistent service with predictable cost.  The level of service required by different line of business and corresponding Service Level Objectives (SLO) to timeliness of data, data access, and throughput are different.  
Today’s applications queue to consume resources as if they were shopping and checking out at several stores in a mall on the busiest shopping days.  Shoppers, or transactions, wait for and acquire JVM threads then queue for and are dispatched on a CPU, then wait for JDBC connection and repeatedly queue for and acquire their data from their favorite storage devices. As applications and their hosting configurations evolve, the number of unique shops our transactions visit and their contention for service in their mall leads to many more contention opportunities than ever before.  How long it takes to complete a shopping adventure is the sum of all the stops for resources, including all the lines.
[image: image1.png]



FIGURE 1.  Today’s applications queue to consume resources as if they were shopping and checking out at a several stores in a mall

User response time includes time waiting for JVM thread and time of being serviced and waiting for service by CPU, storage subsystem in application tier, time waiting for connection to DBMS server and similar service time and queuing time for CPU, disk and interconnect within DBMS server.  Changes in request rates do not cause linear changes in response time.  When utilization gets higher, even small changes in volume can lead to major performance swings.

Efforts spent on balancing the usage of recourses within one of the servers in one of the tiers will unbalance the usage of resources between tiers causing unexpected results.  For example, the implementation of new applications, server consolidation, performance tuning and hardware upgrades can eliminate performance bottlenecks in one place, but create congestion in another area causing unexpected performance degradation for some of the workloads.  We will review how prediction results based on analytic models help to evaluate the impact of the expected changes, identify future bottlenecks and justify the most effective proactive measures to ensure continuous support of the business needs.  
A production environment can include hundreds of application and DBMS servers supporting multiple workloads. Planning and managing this type of environment requires analysis of many tradeoffs as it shown on Figure 2.
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FIGURE 2. Planning and managing a multi-tier distributed environment supporting multiple workloads requires analysis and comparison of many tradeoffs and options to decide to consolidate or distribute resources scale up or scale out, how to change concurrency level and level of parallelism. 
An example of the simplified model of the multi-tier system with one web server, one application server and one DBMS server supporting a single workload shown in Figure 3 illustrates how selection of the hardware and software configuration of the application server and DBMS server can affect performance of the multi-tier system.
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FIGURE 3. Simplified analytical model illustrating interdependence between hardware and software configurations of application and DBMS servers affecting balance, scalability and performance of the multi-tier environment. 
Figure 3 illustrates that requests generated by users are sent through the network and processed by a web server set to be able to process up to 75 concurrent requests with up to 125 requests waiting for the service in web server.  If 200 requests are made of the web server, new requests are rejected.  After processing in the web server and using CPU, memory and disk requests arrive at the application server.  In this example, the maximum number of JVM threads is equal to 60 and up to 15 requests can wait for JVM thread. After being serviced by the application server, requests arrive at the DBMS server.  The DBMS server can process up to 25 concurrent sessions and 25 requests can wait for connection.
Each element of the configuration has a defined capacity.  When demand exceeds the capacity to either process or queue work, then requests are thrown away.  When one part of the configuration is enhanced with additional capacity, it is now capable of passing more requests to the next elements in line for processing.  In short, relieving some bottlenecks will inevitably expose others.
If business is growing and an increased number of users generate more requests, the number of concurrent requests within application server is increased. The maximum number of concurrent requests is limited by number of JVM threads.  If the maximum number of JVM threads is small, contention for resources is small, but time waiting for a JVM thread is high. If the number of JVM threads is large, then requests do not wait for the JVM thread, but contention for resources is high. 

Connection pool size similarly affects contention for DBMS server resources and time requests should wait for connection.

Each user request uses a certain amount of memory. Heap size within the JVM is limited and when the workload is growing, free memory to process new requests disappears.  The number of JVM threads is limited by the number of JVM threads and by available memory (JVM heap size).  In order to support growing numbers of users and throughput requirements, new JVMs are created. If application server capacity is sufficient, the JVM can be created within the same application server. If not, a new application server is required to support the new JVM.

Java applications generate SQL, which is sent to the DBMS server through the connection between the application server and the DBMS server.  Connection pool size limits the number of requests that can be sent for concurrent processing by the DBMS server.
In an Oracle RAC environment, each request can be processed in parallel by one or several nodes accessing data from the shared storage subsystem. Workload growth increases contention for shared resources and affects response time and throughout.

Workload Characterization 

If justification of strategic, tactical and operational changes is made based on gut feelings, or vendors’ recommendations without a clear understanding of how it will affect SLOs for different workloads, it leaves room for performance surprises. In order to manage effectively, it is important to be able to compare actual results with expected.
Workload characterization provides an integrated view of business demand and level of service, usage of resources and data by each workload on each tier. Workload characterization uses measurement data collected from OS, DBMS and JVMs.  Each workload’s profile reflects interconnection between JVMs, application servers and DBMS servers supporting the workload. The performance profile includes the average response time and throughput. The resource utilization profile includes CPU utilization, I/O rate and disk utilization, average level of concurrency, memory usage, level of parallelism, and interconnect utilization. The data usage profile includes the frequency of each table access and the type of access. 
Results of the workload characterization are used by the analytical model to evaluate the impact of the workload growth and other planned changes 
Results of the workload characterization are used to identify trends, unusual changes in workload profiles and to justify performance management actions. They are also one of the inputs to analytical models.
.
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FIGURE 4. Workload characterization provides an integrated view of Business and IT, tying the business process with corresponding applications and SQL, SQL with tables accessed to support the business process, and the amount of systems resources used to support applications that support access from specific groups of tables that support a business process.  Performance profile of each workload on each server includes the average response time and throughput.  The resource utilization profile includes average CPU utilization on each web server, application server and DBMS server, I/O rate to each disk, average level of concurrency, memory usage and average level of parallelism, as well as inter-node communication utilization by each workload.  The data usage profile includes the frequency of accessing different tables by selects, inserts, deletes, updates and joins operations.
Performance Prediction and Optimization 

Modeling answers what-if questions.  Optimization techniques applied to modeling allow evaluation of many options and tradeoffs to the most effective change. Modeling results can be used during different phases of application and information life cycle to find solutions that satisfy the SLO of the individual workloads. 
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FIGURE 5. Optimization Engine uses Prediction engine iteratively to evaluate different options to find solutions that satisfy SLO of most important workloads.  
Let’s review several examples of typical surprises: 

Surprise #1. Unexpected Workload Growth Impact 
A multi-tier environment’s workload was growing at a consistent rate. CPU utilization was low, but suddenly users started complaining about performance. Some of them could not load all data on time.  Some of them were experiencing problems with response time.  It was an unexpected surprise. An urgent performance-tuning project was initiated and questions about an unexpected hardware upgrade were raised.
What could have been done to avoid surprise?  
 Workload characterization and performance prediction could identify that as a result of workload growth and a gradual CPU utilization increase as shown in Figure 6, the workloads’ response time will be increased and one of them will be the most sensitive to workload growth increase as shown in Figure 7. Throughput for all workloads will be gradually reduced, but one of them will suffer the most.
Several proactive tuning measures could have been done to avoid the surprise.  Changing the number of concurrent database loads, changing the maximum number of JVM threads, and a hardware upgrade could have been prevented.  Most importantly, realistic expectations could have been presented to management to justify a change and to avoid an unpleasant surprise. 
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FIGURE 6. Expected workload growth will double CPU utilization from 38% to 70% within a year. 
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FIGURE 7.  Each workload has a different profile of CPU usage, memory, I/O rate and a different profile for usage of data and will be affected by expected workload growth differently.  SLO for one of the workloads will not be met in a half year. 
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FIGURE  8. Throughput for most of the workloads will be reduced.  Current configuration will be able to process only 50% of one of the workload’s requests in a year.

Surprise #2. Unrealistic Expectations 
Response Time SLO was set as 2 seconds for all SQL requests. In order to support SLO, regular hardware upgrades were performed and soon management realized that in order to support expected workload growth, the company should build one of the largest in the world IT infrastructures. 2-second response time for all SQL requests was an unrealistic SLO.

What could have  been done to avoid surprise?

Perform workload characterization and performance prediction based on expected growth.

Analyze past, present and future performance characteristics of each workload, as shown in Figure 9, with business users and management to verify assumptions about expected growth. 
The graphs below show response-time and throughput changes that are expected over the next 12 months.   While both response and throughput are fine today, and have been over the past year, increases in the size of the data will make each transaction more resource-intensive.  As this happens, response time will obviously dramatically degrade while throughput decays.
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FIGURE 9.  Analysis of the past and present performance and predicted performance allows setting realistic expectations 
Model the impact of the expected growth and determine the minimum number of additional nodes upgrades required to meet aggressive and conservative SLOs for each of the workloads and estimate a corresponding total cost of ownership (TCO).

Modeling offers business users and management the means to find a compromise between performance requirements and corresponding TCO for each line of business and workload. Documented users’ assumptions about expected workload growth and the modeled predicted response times and throughput that will be delivered for each workload/line of business form a foundation for negotiation of the Service Level Agreement (SLA).  It can help with Service Level Management efforts.  Users know what kind of responsiveness and throughput they can demand from IT going forward. They understand that a configuration cannot provide the same level of service for growing workloads. On the other hand, IT has a mechanism to determine that workload growth, complexity of requests or patterns of accessing data significantly changed, compared with expected, which was used to determine last the hardware upgrade. 
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Figure 10.  IF SLO is very strict, it requires large hardware configuration. If requirements to SLO are more relaxed, the hardware configuration can be less costly.  Workload characterization and performance prediction technology allow finding a compromise between performance requirements (SLO) and Total Cost of Ownership (TCO).
Surprise #3. Unexpected Result of hardware upgrade 
As a result of adding a new node to Oracle RAC system, CPU utilization did not reduce.  Response time for several workloads improved, but some of them experienced performance degradation. I/O rate and disk utilization actually significantly increased. Management could not justify ROI.
What could have been done? 
Performance prediction results allow evaluation of the impact of the proposed Oracle RAC hardware upgrade on each workload.  Shared disk subsystem, variable degree of parallelism, contention for the Interconnect, and memory limitations can affect Oracle RAC scalability. It also potentially can limit ability of RAC to provide consistent service for dynamic environments with mixed workloads.
Additional nodes will allow redistribution of requests between nodes and arrival rate to each node will diminish, which will reduce average CPU utilization and requests will be processed by each node faster (Figure 11).  Users will wait less time for the response and will be able to generate more requests.  It is positive, because the system will be able to process more business transactions – systems throughout will increase as it shown in Figure 12. As a result of adding a new RAC node, the number of I/O operations will increase and disk utilization will increase as shown in Figure 13.  We eliminated a bottleneck with CPU, but then encountered a new bottleneck with the storage subsystem. 

Prediction results show that adding new node will reduce CPU utilization, improve response time and throughput, but it will increase contention for disk.
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FIGURE 11. Increase in number of nodes in June will improve relative response time and will support SLO for half a Year.
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FIGURE 12. Increase in number of nodes in June will increase system throughput 1.5 times, but continuation of the workload growth and increase in volume of data loaded and accessed will gradually reduce throughput.
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Figure 13. Adding new node and workload redistribution between nodes will significantly reduce average CPU utilization, but overall increase in system’s throughput will increase contention for storage subsystem. Database tuning measures will potentially reduce contention for storage subsystem.

Performance prediction results help to compare the impact of scaling up and scaling out, and how the same Oracle RAC workloads will perform on different types of hardware platforms. 
Modeling results help to justify a hardware upgrade taking into consideration workload requirements to responsiveness and throughput, hardware cost, electrical power consumption, software license cost, manageability and maintenance cost.  In our case, resource utilization and response time did not improve significantly, but system’s throughput increased and it was actually well justified. 

Surprise #4. Unexpected Database Tuning Impact
After adding new index and memory redistribution, performance for one of the workloads improved, but several workloads that do not include SQL accessing tables with new index unexpectedly experience significant performance degradation. 

What could have been done? 
Performance prediction results show that planned tuning measures will have different impact on different workloads (Figure 14).   Tuning will reduce contention for storage subsystem and DBMS throughput will increase. Suddenly the maximum number of JVM treads will become a bottleneck. Increase in number of JVM threads will increase the number of concurrent requests within the application server and the amount of Heap memory used by all concurrent requests. Heap size is limited by 2 GB and creation of an additional JVM will be required to support the increased number of concurrent requests. Creation of a JVM within the same application server will increase contention for the CPU and creation of a new application server will be required.  Creation of a new JVM on a new application server will balance the application servers’ utilization and reduce time requests spent within the application tier, but it will increase the arrival rate of requests to the DBMS tier and increase contention for the DBMS server again. The DBA can decide to increase a degree of parallelism or change priority and resource allocation for one of the workloads, but it will affect different workloads differently. Some of them can benefit by that, but some of them not. 
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FIGURE 14.  Prediction results show different expected improvement of the new index creation on response time for different workloads. R&D workload will benefit the most, while Customer Services will not. Modeling expectation provides the base to compare the actual results with expected and to verify that the goal of the change is reached. How can you manage if you do not know what to expect?
Surprise #5 Unexpected New Application Implementation Impact

Before implementing the new application, a thorough stress test was performed, but after implementation in the production environment, the new application did not perform as expected. Performance of the existing applications unexpectedly became much worse.  

What could have been done? 
Model a new application in a multi-tier development or test environment.  Simulate moving a new workload into a multi-tier production environment that has a bigger hardware platform with a larger database.
Evaluating how a new application will perform in a production environment and how it will affect the performance of the existing production workloads helps to set realistic expectations and make proactive decisions about what should be done to support SLO of critical workloads. 
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FIGURE 15. Predicting new application implementation impact.

Surprise #6 Unexpected Data Mart Consolidation Impact 
Architecture, hardware and DBMS platforms for a new enterprise data warehouse (EDW) consolidating multiple data marts were selected based on analyst recommendation. After implementation of the EDW, it became clear that performance of the most critical workload was unsatisfactory. It took a lot longer than expected to load data. Loading data and running OLTP and DSS/BI workloads concurrently caused unstable performance.

What could have been done? 
Modeling each data mart separately and simulating server consolidation on one of the platforms. Comparing Oracle RAC< DB2 UDB and Teradata DBMS platforms and different hardware configurations scalability to justify the most effective DBMS platform.  Predict application server configuration required to support growing workload. . 
For each workload, identify heap memory size used by average request and estimate maximum number of concurrent requests that can be supported by JVM. 
Estimate how many JVMs will be required to support each workload’s SLO based on expected growth, heap size limitations, application server capacity. 
Estimate how many and what type of application servers will be required to support expected workload growth 

Estimate JVM thread pool size, connection pool size and maximum number of DBMS sessions to support expected workload growth.
Estimate optimum dispatching priority for each workload, maximum degree of request parallelism.
Estimate changes with indexing, materialized views, database partitioning and data compression strategy required to support growing workloads SLO.
Set realistic expectations for each of the workloads in the selected configuration. 
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FIGURE 16.  Major Goal of Data Mart Consolidation Into EDW Is To Improve Accuracy and Timeliness of Data
Surprise #7 Inconsistent response time

After finishing building multi-tier distributed environment, users complain that the response time for critical workloads is inconsistent.

What could have been done? 
Expectations reflecting performance prediction results enable organization of the continuous proactive performance management process. Comparison of the actual results with expected and root-cause analysis of why actual results are different from expected is used to justify new corrective actions.  Change in the concurrency level, workload priority, and degree of parallelism allows managing changing mixed workload more effectively. 
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FIGURE 17.  Ability to compare actual measurement results after implementation of the planned changes with expected indicates if goal was achieved and if not, helps to identify new bottlenecks, which enables organization of continuous proactive service level management. 
Summary

· Our objectives were to learn how to apply workload characterization and performance prediction to reduce uncertainty in managing change. 
· Workload characterization and performance prediction provide an integrated view on business processes and multi-tier distributed systems supporting multiple workloads. 

· I reviewed several examples when workload growth, new application implementation, hardware upgrades, database tuning, server consolidation and unrealistic expectations caused surprises.
· We discussed how to use a systems approach and prediction results to reduce uncertainty during justification of strategic, tactical and operational decisions, set realistic expectations and organize continuous proactive performance management, minimizing risk of surprises.
· Systems approach is based on analysis of all interdependent components of the multi-tier distributed environment, including web servers, application servers and DBMS servers and optimum solution is a compromise between importance of the different requirements for each workload, relative importance of the workloads and cost limitations or preferences of platforms.
· Homework: identify major workloads and build workload performance, resource utilization profiles, find hardware and software parameters in application servers and DBMS servers affecting concurrency, parallelism, workload priority, understand trend in performance and usage of resources. Learn how to apply simple analytical models to predict the impact prior to change. Learn how to compare workload performance before and after making change. 
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Workload Characterization provides an integrated view on business processes, performance, use of  resources and data

Measurement data are aggregated into workloads. Activity of a group of people running applications supporting each business process is represented by a workload.

Each workload represents an aggregation of the SQL requests and applications used by a group of users supporting a business process or line of business.  Each workload has unique performance, resource utilization and data usage profiles.  Results of the workload characterization on each server of the multi-tier distributed environment are used as input to the queueing network model.

Performance profile for each workload on each server includes the average response time and throughput. 

The resource utilization profile includes average CPU utilization on each web server, application server and DBMS server, I/O rate to each disk, average level of concurrency and average level of parallelism, as well as inter-node communication overhead generated by each workload.

The data usage profile includes the frequency of accessing different tables and frequency of selects, inserts, deletes, and updates for each table, view, materialized view/join index and multi-dimensional cluster.

Workload profiles are used for performance management and as input to performance prediction models.
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IF SLO are very strict, it requires large hardware configuration. On the other hand, if requirements to SLO are more relaxed, the minimum hardware configuration required is not so expensive.

As we can see, the workload characterization results and performance prediction technology allow us to negotiate a compromise between performance requirements for critical workloads (SLO) and Total Cost of Ownership (TCO).
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Performance is usually better if requests wait in the network, in front of the Web server, rather than waiting in the application server. 

In this example, 200 client requests arrive at the Web server. Of those requests, 125 requests remain queued in the network because the Web server is set to handle 75 concurrent clients. As the 75 requests pass from the Web server to the Web container, 25 requests remain queued in the Web server and the remaining 50 are handled by the Web container. This process progresses through the data source until 25 user requests arrive at the final destination, the database server. Because there is work waiting to enter a component at each point upstream, no component in this system must wait for work to arrive. Most of the requests wait in the network, outside of Application Server. 
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