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A. Oracle Data guard – Past and Present

Oracle Version 7.3

Oracle came up with Data Guard ( then called Standby database ) in Oracle version 7.3, in 1997.  The basic principles still hold good. Needless to say, Oracle has added a ton of features for automation and changed the name along the way. Prior to 7.3 it was not possible to run standby (footnote 1). The basic steps to create a standby included, in its simplest form 

1) Obtain an identical server with same OS version, patch level, Oracle version.

2) Take a backup of the primary database and copy over to standby server – must be identical locations

3) Create a standby control file “alter database create standby controlfile as ‘filename’ ;

4) Copy the standby control file to standby server and mount the standby database

5) Transfer archived redo logs to the standby side and apply them for recovery. 

SQL > RECOVER  STANDBY DATABASE ( CANCEL ) [ would apply the archive logs available at the archive destination or Cancel ] 

SQL > ALTER DATABASE ACTIVATE STANDBY DATABASE [ would activate the primary the database so it can be used as a regular database and no more recovery is allowed].

Just like regular recovery command you could qualify this statement with options to recovery based on time or SCN number. 

Maintenance was needed and the standby control file had to be refreshed in addition to repeating that specific maintenance task when –

a) A data file was added or a tablespace was added or dropped

b) Control file was recreated at the primary

c) Add or removal of redo log files.

Oracle Version 8.i

With version 8i came a few changes.  Oracle started with managed recovery, wherein the archivelogs of the primary database would be automatically copied over to the standby server using a Net-8 alias. On the primary server, add an entry for the standby database like this 

standby_service_name = 

(DESCRIPTION=

     (ADDRESS=(PROTOCOL=tcp)(PORT=standby_listener_port_number)(HOST=standby_host_name))

     (CONNECT_DATA=(SID=standby_sid))

)

You would need to run a listener on the standby server. 

Plus, the primary database would have its “log_archive_dest_n” parameter pointing to “standby_service_name” TNS entry as defined above. Typically n was 2. I.e. the standby destination was the second destination and the primary destination was the first one. 

LOG_ARCHIVE_DEST_2 = 'SERVICE=standby_service_name' OPTIONAL  REOPEN=30

OPTIONAL specifies that successful archiving to the destination is not required before the REDO log file can be made available for reuse. If the log file has been archived successfully to other destinations such that (LOG_ARCHIVE_MIN_SUCCEED_DEST) is met, the REDO log file is marked for reuse. This is the default. If it was not optional rather MANDATORY. The REOPEN parameter specifies the number of seconds that oracle waits before retrying to copy the file once a network error is encountered. 

For the standby database in managed recovery, there is only a small change - 

SQL > RECOVER MANAGED STANDBY DATABASE ; [ your command prompt will hang here – so you want to put it in a script ]

To take it out of recovery mode, 

SQL > RECOVER MANAGED STANDBY DATABASE CANCEL ; 

Now In 8i Oracle also gave you the option of opening the standby database as read only. When it is in read only mode, all queries are allowed on the standby database – but no writes are allowed. In addition the managed recovery process is in hold until the database is taken out of read only mode and put back to recovery. 

SQL> RECOVER MANAGED STANDBY DATABASE CANCEL

SQL> ALTER DATABASE OPEN READ ONLY;

When in read only mode, since the files are not available for write operations, you may to create a temporary tablespace for sort. Please note, writing to data files and generating redo is still not allowed. The newly created tablespace has to be temporary and contain only locally managed temp files. 

SQL> CREATE TEMPORARY TABLESPACE stby_temp TEMPFILE '/oradata/stby_temp.dbf' 

     EXTENT MANAGEMENT LOCAL UNIFORM SIZE 16M;

It will change the standby control file from the primary but you may want to leave the temp file around – for future use – or when the standby database is activated.

Two new init.ora parameters were introduced that would allow the standby database file structure / directories to be separate. 

DB_FILE_NAME_CONVERT

LOG_FILE_NAME_CONVERT

As the name suggests, these parameters translated the name of the data file from the primary to standby structure. In addition, came two more 

STANDBY_ARCHIVE_DEST  - 

This is the directory where the archive log files from primary will be copied over –only if the database is running in managed recovery mode. 

The parameter LOG_ARCHIVE_DEST_(n) has any significance for a standby database only if the standby is converted to primary. 

8i database also allowed you to create the standby using RMAN backups. 

Oracle Version 9i:Dataguard

Oracle changed the name of standby to DataGuard starting version 9i. Please note that data guard was first available as an Offset for Oracle 8i (8.1.x.x). It is available for AIX, HP-UX and Sun Solaris via OTN. http://technet.oracle.com/software/deploy/availability/software_index.htm

 However the setup was fairly complex ( footnote 4) and few people adopted it. 

Up to Oracle 9i R1 (9.0.1.x), the Standby Database always was a Physical Standby Database in Recovery Mode, applying ArchiveLogs received from a Primary Database. The Logical Standby Database, which applies the changes on an open Database using the LogMiner Technology, was introduced with Oracle 9i R2 (9.2.0.x). This release also introduced  cascading standby database where a physical standby database would send its archivelog files to another standby site. 

There were significant enhancements with 9i – among them, no data loss with maximum protection mode, the ability do a database switchover. Archive gaps are automatically detected and transmitted. A data file is automatically added to the standby databases when the primary data file is created.  Background managed recovery mode. Parallel recovery allows faster recovery on physical standby databases. Specify up to 10 archive destinations. Incrementally modify individual attributes of the LOG_ARCHIVE_DEST_n initialization parameter. Standby redo logs.
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Logical standbys have limitations in 9i

Certain data types are not replicated. This query will find them all out 

SELECT DISTINCT OWNER,TABLE_NAME FROM DBA_LOGSTDBY_UNSUPPORTED ORDER BY OWNER,TABLE_NAME ;

If the primary database contains unsupported tables, log apply services automatically exclude these tables when applying redo logs to the logical standby database

Logical Standby database enables you to do a rolling upgrade of database, where you 
By default, all SQL statements except those in the following list are applied to a logical standby database if they are executed on a primary database:

ALTER DATABASE 

ALTER SESSION 

ALTER SNAPSHOT 

ALTER SNAPSHOT LOG 

ALTER SYSTEM SWITCH LOG 

CREATE CONTROL FILE 

CREATE DATABASE 

CREATE DATABASE LINK 

CREATE PFILE FROM SPFILE 

CREATE SCHEMA AUTHORIZATION 

CREATE SNAPSHOT 

CREATE SNAPSHOT LOG 

CREATE SPFILE FROM PFILE 

CREATE TABLE AS SELECT FROM A CLUSTER TABLE 

DROP DATABASE LINK 

DROP SNAPSHOT 

DROP SNAPSHOT LOG 

EXPLAIN 

LOCK TABLE 

RENAME 

SET CONSTRAINTS 

SET ROLE 

SET TRANSACTION 

To create a logical standby, assuming you are ok with data type exclusions mentioned above, you take a backup and move it over the DR server. Please note the latest archive log file – this would be required later. Then you execute this procedure to preserver logminer dictionary information in the redo log.

SQL> execute DBMS_LOGSTDBY.BUILD;

Automatically supplemental logging is enabled that helps log apply services to uniquely identify and correctly maintain tables in a logical standby database. LogMiner dictionary information allows log apply services to interpret data in the redo logs.

You configure listener on both primary and standby servers and add entries to the tnsnames. Then mount the logical standby database and rename the files in the control file.  Then secure the database to prevent any changes done by users other than sys. 

SQL> alter database rename file 'primary_name' to 'standby name' ;

SQL> alter database guard all ; 

Next, open the database with resetlogs option. Then bring it up to mount stage and give it a new dbid using nid tool. 

$ nid target=sys/pw@prd09 dbname=pd09 

This changes the dbid, the db_name in the database file header is changed also. You need to update the pfile  password file and open with resetlogs option.  Then you create new temporary file for the standby database. AT this point, the standby is ready to accept changes from  primary. Now register the copy of the archive log file that was the starting point from primary - 

ALTER DATABASE REGISTER LOGICAL LOGFILE ' Copy of first archive log from primary';

Now you are ready to apply the archive log file from primary -

SQL> ALTER DATABASE START LOGICAL STANDBY APPLY INITIAL;

INITIAL is for the fist time only. Otherwise to put it into standby mode or out, 

SQL> ALTER DATABASE STOP LOGICAL STANDBY APPLY;

SQL> ALTER DATABASE START LOGICAL STANDBY APPLY;

Start sending archivelogs to the logical standby database using tns entry in 

SQL> ALTER SYSTEM SET LOG_ARCHIVE_DEST_2='SERVICE=TNS_Entry_Stby' ;

In order to verify and monitor the progress of logical standby, query the view dba_logstby_log to see which sequence# has been registered on the standby side. The v$logstdby and v$logstdby_stats show the status of applying transaction at a granular level of SCN numbers. A nice summary of progress is listed in 

SELECT APPLIED_SCN, NEWEST_SCN FROM DBA_LOGSTDBY_PROGRESS;

If the two columns report the same value then all the redo data has been applied

For physical standby the process to create the database is very similar in terms of creating the initial backup and copying it over. You need to create a special control file for the standby side and copy it to the control_file  location on that server. 

ALTER DATABASE CREATE STANDBY CONTROLFILE AS  '/doradata/standby/stby.ctl';

It involves fewer steps.  There is no database renaming involved. To start the standby process, 

SQL> STARTUP NOMOUNT;

SQL> ALTER DATABASE MOUNT STANDBY DATABASE;

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DISCONNECT FROM SESSION;

And to monitor the progress, look for “APPLIED” in v$archived_log view.

Oracle Version 10G Dataguard

10G introduced several new features, among them – fast start failover, where a standby database is activated and becomes primary whereas the previous primary becomes standby – all automated using data guard broker. In addition it is possible to flashback the primary and standby to an SCN prior to switchover There is a new attribute to LOG_ARCHIVE_DEST_N called “MAX_CONNECTIONS” which specifies the maximum number of network connections that will be used to perform remote archival to the destination. The LOG_ARCHIVE_MAX_PROCESSES and PARALLEL_MAX_SERVERS initialization parameters are related to the MAX_CONNECTIONS attribute and affect the actual number of ARCn processes used by an instance. For example, if the total of MAX_CONNECTIONS attributes on all destinations exceeds the value of LOG_ARCHIVE_MAX_PROCESSES, then Data Guard will use as many ARCn processes as possible but the number of connections may be less than is specified by MAX_CONNECTIONS.

SQL> LOG_ARCHIVE_DEST_2='SERVICE=stby MAX_CONNECTIONS=2'
You can create a restore point for a physical standby database, and then activate it for read/write operations or for testing and afterwards, use flash back technology to restore the database to that restore point and continue in standby mode. This is much faster than previous method of backup and restore of standby database. You stop the physical redo apply and then create a restore point.

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;

SQL> CREATE RESTORE POINT standby_test GUARANTEE FLASHBACK DATABASE;

After all testing is complete, 

SQL> STARTUP MOUNT;

SQL> FLASHBACK DATABASE TO RESTORE POINT standby_test;

SQL> ALTER DATABASE CONVERT TO PHYSICAL STANDBY;

SQL> STARTUP MOUNT ;

10G also introduced rolling upgrade using a logical standby database.
You capture information about transactions running on the primary database that would be unsupported in a logical standby database. 

SQL> EXEC DBMS_LOGSTDBY.APPLY_SET('MAX_EVENTS_RECORDED',DBMS_LOGSTDBY.MAX_EVENTS);

SQL>EXEC DBMS_LOGSTDBY.APPLY_SET('RECORD_UNSUPPORTED_OPERATIONS', 'TRUE');

Query DBA_LOGSTDBY_UNSUPPORTED and DBA_LOGSTDBY_SKIP views to see if you can do the upgrade where changes are minimal on primary on these tables and it can be copied over manually. Then create a logical standby is database,  you stop SQL apply,  upgrade the standby database and restart apply. At this point where you query DBA_LOGSTDBY_EVENTS view to see the messages that indicate what primary changes are discarded due to version differences. If the errors are tolerable and that you can handle separately, do a switchover to and start using the logical standby as the primary database. At this point, if desired the former primary can be upgraded and used as a standby.
Oracle Version 11G Dataguard

11G allowed the redo data to be compressed before transmitting it with a new attribute to LOG_ARCHIVE_DEST_N parameter. However this is part of Oracle Advanced  Compression option which  needs its own license.
SQL> LOG_ARCHIVE_DEST_2='SERVICE=stby SYNC COMPRESSION=ENABLE'

In addition, a physical standby database can be open for read-only access while Redo Apply is active if a license for the Oracle Active Data Guard option has been purchased. This capability is known as Real-time Query. You first take it out of managed recovery, then put it into real time query mode.

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;

SQL> ALTER DATABASE OPEN;

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE USING CURRENT LOGFILE

   DISCONNECT;
A snapshot standby database is a fully updatable standby database that is created by converting a physical standby database into a snapshot standby database. A snapshot standby database receives and archives, but does not apply, redo data from a primary database. Redo data received from the primary database is applied when a snapshot standby database is converted back into a physical standby database, after discarding all local updates to the snapshot standby database.  This feature needs no extra license. It is done by 
SQL> ALTER DATABASE CONVERT TO SNAPSHOT STANDBY ;
All but one instance of a multi-instance physical standby must be shut down before issuing this command. An implicit guaranteed restore point is created when a physical standby database is converted into a snapshot standby database. This guaranteed restore point is used to flashback a snapshot standby to its original state when it is converted back into a physical standby database. The name of this guaranteed restore point begins with 'SNAPSHOT_STANDBY_REQUIRED_'.The database is dismounted during conversion and must be restarted before it is mounted.
Whenever the IO system signals an IO completion to Oracle whereas the actual IO is not complete. If that is the case, Oracle can compare the SCNs of blocks written to the primary and the standby.  If primary SCN is lower, a “lost write” is detected and the standby reports that in its alert log and managed recovery is cancelled. At that point you activate and switch to the standby database. 

11G now supports row level security DBMS_RLS, DBMS_FGA and transparent data encryptions TDE. 
License Requirement

Oracle requires the standby server to have the same license as production. Even if the DR site is kept only for DR, it needs a full license. If however you use a remote mirroring i.e. database is copied over from primary server to a remote server, then it needs full license also as long as Oracle is installed there – regardless of if it is running. Only in the case of active-passive cluster where a database does not run on the passive node of the cluster for more than 10 calendar days in a given year that you do not need a license for Oracle. 

Overview of TSM

TSM  - is Tivoli Storage Manager, IBM Tivoli Storage Manager (ITSM) is a centralized policy-based data backup and recovery software. The software enables a user to backup, restore, archive, and retrieve data from a hierarchy of data storage areas. The storage areas, known as pools, can be a hierarchy of disk, optical, and tape-based media.

A typical TSM installation allows data backups from TSM clients to be spooled to random-access disk storage attached to the TSM server. That data is then migrated at a later time to less-expensive sequential-access storage, such as tape or optical disk.

Along with the basic backup and recovery function, a policy-based hierarchical storage management (HSM) component allows transparent migration from a client device to the ITSM server and vice versa of infrequently accessed data on demand. ITSM also enables LAN-free and server-free backup in SAN fabric environments.

In  several commands  it is referred to as TSM  or  ADSM. The ADSM name came from ADSTAR, which  was a hardware storage division of IBM. ADSTAR was sold to Tivoli Systems, Inc., but later Tivoli was purchased by IBM. 

The basic backup principle of “forever incremental”  in TSM is very simple – do not backup unless needed and save the latest backup. There are two ways to backup files – backup and archive. Archive is always a full backup. Backups can be full backups or incrementals. Not surprisingly the commands are respectively -

Dsmc archive, dsmc backup or dsmc incremental

Data on TSM can be active,  inactive or expired.  If it is expired, the data is no longer available – and the space is reclaimed when a purge process ( expire inventory ) is run in TSM. An archive copy is active first, then after a certain number of retention days it expires. For backups, a current active backup NEVER expires as long as the file itself still exists on the client ( the original file that was backed up ). It becomes inactive when a newer backup is taken or if the backup is deleted – both are manual process. An inactive backup is expired automatically after a set retention days or retention number of backups.
When a file is created first,  it gets backed up – with the next backup process as the first backup. Next time the backup job runs,  it is backed  up again if the file is changed. If not,  it is skipped. If there was a newer backup, the latest backup becomes ACTIVE and the older ones become INACTIVE.  If the resident data is never deleted and the file keeps  on changing, TSM will  keep  storing the latest ACTIVE and older INACTIVE backups. The total number of versions of backup is limited by VEREXISTS parameter of the management class. 
Now if the data is deleted from  the client machine,  next time the backup job runs it detects that and marks all backups as INACTIVE.  

VERDELETED  is the maximum number of INACTIVE versions allowed. 

RETEXTRA is the number of days before an INACTIVE  backup is considered EXPIRED.

As files get expired by RETEXTRA,  you can control the last INACTIVE backup to expire after a longer time or it can set not to expire. This parameter is called RETONLY

Now when you use RMAN to send backup directly to TSM, you need to use a plug in that enables RMAN to talk to TSM directly. It is called TSM for Oracle,  ( earlier TDPO – Tivoli Data Protection for Oracle ). When running RMAN backup,  it is always a TSM backup as opposed to an archive operation. Now the backup piece name is unique for a data file for every backup,  so TSM will never see the same  file name again on the backup server. So for the RMAN management class, the desired setting is VEREXISTS=1 ( there is  not going to be a second version anyway ). VERDELETED=0 If the backup file has been deleted then TSM should not keep an inactive version of this file.  RETEXTRA=0 This parameter will never be used as you will never have more than one version of the backup file.  RETONLY=0 for the same reason.
However if you choose to use a backup script to send files to TSM ( as opposed to RMAN ), then the name of the  files on TSM server are same as the data files which do not change usually. After putting the tablespaces in backup mode, if you do a backup, then it falls under the retention policy driven by the parameters. Since the filenames are same and they are sure to change in between two backups, you will have active and inactive copies of backups. It gets complicated. Your active (latest) backup will be kept forever. But previous ones will be kept based on how many versions you have VERDELETED or how many days have passed since the older backup was taken – RETEXTRA. An easier  solution is to use ARCHIVE instead of backup – which are full backups and expire only after a fixed number of days. 
Once RMAN and TSM has been set up, in order to see the configuration settings, 

RMAN> show channel ; 

RMAN configuration parameters are: 

CONFIGURE CHANNEL 2 DEVICE TYPE 'SBT_TAPE' CONNECT  ‘xxxxxxx’ PARMS  'ENV=(TDPO_OPTFILE=/home/oracle/dew/re/data/tdpo_r1stgcas.opt)';

CONFIGURE CHANNEL 1 DEVICE TYPE 'SBT_TAPE' CONNECT  'xxxxxx’ PARMS  'ENV=(TDPO_OPTFILE=/home/oracle/dew/re/data/tdpo_r1stgcas.opt)';

So here two channels are  defined for TDPO. The ENV setting is environment setting and the TDPO option file looks like this –

$ cat /home/oracle/dew/re/data/tdpo_r1stgcas.opt | grep -v '^*' | sed '/^ *$/d'

DSMI_ORC_CONFIG    /home/oracle/dew/re/data/dsm.opt

DSMI_LOG          /home/oracle/dew/re/output

TDPO_FS            tdpo_r1stgcas

TDPO_NODE          saswh126_ora

TDPO_OWNER         oracle

TDPO_PSWDPATH      /opt/tivoli/tsm/client/oracle/bin64 

TDPO_DATE_FMT      1

TDPO_NUM_FMT       1

TDPO_TIME_FMT      1

Inside the oracle tdp options file  

$ cat /home/oracle/dew/re/data/dsm.opt | grep -v '^*' | sed '/^ *$/d'          

Servername      sasdsp04_tdp_ora.. - So in dsm.sys file it will look for this stanza
SErvername  sasdsp04_tdp_ora

   COMMmethod         TCPip

   TCPPort            1500

   TCPServeraddress   backupsrvr

   TCPWindowsize      63

   TCPBuffsize        3

   TXNBytelimit       25600

   PasswordAccess     prompt

   Schedlogname       /opt/tivoli/tsm/client/ba/bin/dsmsched_ora.log

   Schedlogreten      7

   Errorlogname       /opt/tivoli/tsm/client/ba/bin/dsmerror_ora.log

   Errorlogreten      7

   Inclexcl           /opt/tivoli/tsm/client/ba/bin/inclexcl_ora.list

   Nodename           saswh126_ora

Notice that the node name is saswh126_ora. So when you query the TSM database, you have to remember that. By using a special nodename, one can assign special management class for Oracle backups. 

Referring back to the TDPO option file, notice that there is a password path. This path is the directory where the encrypted password is stored. You can query all the environment variables like this. 
$ /opt/tivoli/tsm/client/oracle/bin64/tdpoconf  showenv -tdpo_optfile=/home/oracle/dew/re/data/tdpo_r1stgcas.opt

IBM Tivoli Storage Manager for Databases:

Data Protection for Oracle

Version 5, Release 2, Level 0.0

(C) Copyright IBM Corporation 1997, 2003. All rights reserved.

DATA PROTECTION FOR ORACLE INFORMATION

 Version:              5

 Release:              2

 Level:                0

 Sublevel:             0

 Platform:             64bit TDP Oracle SUN

Assuming that you are using authentication, the password access option can be set to prompt or generate. If it is set to prompt, which is the default, then the IBM Tivoli Storage Manager server asks you to supply a password each time you request backup, restore, archive, and retrieve services. If it is set to generate, then IBM Tivoli Storage Manager automatically generates a new password for your client node each time it expires, encrypts, and stores the password in a file on the client. The encrypted password is retrieved automatically from the file whenever you request services, so you are not prompted for the password. This option is particularly useful for scheduled operations.

$ sudo /opt/tivoli/tsm/client/oracle/bin64/tdpoconf password –tdpo_optfile = =/home/oracle/dew/re/data/tdpo_r1stgcas.opt. 

This is the encrypted password file. 

$ strings /opt/tivoli/tsm/client/oracle/bin64/TDPO.saswh126_ora 

Agent for Oracle Backup - Password file8

You can see the TDPO options this way ( 

TSM SERVER INFORMATION

 Server Name:          SASDSP04_TDP_ORA

 Server Address:       BACKUPSRVR

 Server Type:          Solaris 8/9

 Server Port:          1500

 Communication Method: TCP/IP

SESSION INFORMATION

 Owner Name:           oracle

 Node Name:            saswh126_ora

 Node Type:            TDP Oracle SUN

 DSMI_DIR:             /opt/tivoli/tsm/client/api/bin64

 DSMI_ORC_CONFIG:      /home/oracle/dew/re/data/dsm.opt

 TDPO_OPTFILE:         /home/oracle/dew/re/data/tdpo_r1stgcas.opt

 Password Directory:   /opt/tivoli/tsm/client/oracle/bin64

 Compression:          FALSE

A TSM client node belongs to one and only one TSM policy domain. One policy domain contains one and only one active policy set. A policy set can have multiple management classes – but only one of them will be the default class. Within a management class, there is exactly one copygroup for backup and archive each. The copygroup is the most atomic entity that relates to retention policy. 

Node ( One Policy Domain ( One Active Policy Set ( Many Management Class ( One Default Management Class ( Copy group for backup and archive that specifies retention.
tsm: SASDSP04>query node saswh126_ora

Node Name           Platform                    Policy Domain      Days Since    Days Since     Locked?

                                                                   Name                  Last Access    Password Set

-------------------------     --------                           --------------                         ----------     ----------               -------

SASWH126_ORA  TDP Oracle SUN     ORACLE                     <1            789                     No

Let’s find out the active policy set underneath it 

tsm: SASDSP04>query policyset oracle (policy domain name) active

Policy          Policy                          Default          Description             

Domain      Set Name                     Mgmt          

Name                                              Class         

                                                        Name          

---------            ---------                          ---------                 ------------------------

ORACLE ACTIVE                        ORACLE        Default Oracle Domain   
Now get all the management classes defined  for the policyset, only one of them can be active. Now find out all the management classes belonging to this policy set active / policy domain ORACLE

tsm: SASDSP04>query mgmtclass oracle active       

Policy        Policy        Mgmt      Default    Description             

Domain     Set Name   Class       Mgmt          

Name         Name                        Class ?       

---------     ---------     ---------     ---------     ------------------------

ORACLE  ACTIVE  ARCHIVE1  No     Primary Oracle Archive  Management Class       

ORACLE  ACTIVE  ARCHIVE2  No     Secondary Oracle Archive  Management Class       

ORACLE  ACTIVE  DAILY         No     ORA Daily Management Class       

ORACLE  ACTIVE  MONTHLY No     ORA MONTHLY Archive  Management Class       

ORACLE  ACTIVE  ORACLE     Yes     Default Oracle Management Class       

ORACLE  ACTIVE  WEEKLY    No      ORA WEEKLY Archive  Management Class       

ORACLE  ACTIVE  YEARLY     No      ORA YEARLY Archive  Management Class       

Finally for the default management class, find out its copy group which sets the retention policies for backup and archives. 
tsm: SASDSP04>query copygroup oracle active oracle type=backup

Policy         Policy         Mgmt       Copy       Versions  Versions    Retain       Retain

Domain     Set Name     Class        Group       Data        Data          Extra        Only

Name                             Name       Name       Exists       Deleted    Versions    Version

---------      ---------        ---------     ---------      --------     --------      --------        -------

ORACLE  ACTIVE    ORACLE STANDARD  2          0                60               0

So the policy is set at 2-0-60-0 instead of RMAN recommended 1-0-0-0

tsm: SASDSP04>query copygroup oracle active oracle type=archive

Policy        Policy        Mgmt          Copy            Retain

Domain        Set Name      Class         Group          Version

Name                        Name          Name

---------     ---------     ---------     ---------     --------

ORACLE        ACTIVE        ORACLE        STANDARD            60

In other words a standard dsmc archive will  put the archive  backup for 60 days. 
The TSM server cannot and does not know how long a client program needs to keep the data objects. This must be done by the client. Database objects stored on the TSM server by TDP for Oracle are stored as backup objects. Each Oracle backup is stored as a unique object by generating a random character string as the low level qualifier (LL_NAME). The RMAN script can control what the LL_NAME or backup piece name is by using the RMAN format command. If using the format command, you should generate unique backup piece names by either random character string (%U option) or timestamp (%s and %t). Using unique names means that the Oracle backups must be manually inactivated. This is done by allocating a channel for deletion using the same nodename and filespace name that was used to perform the initial backup. This also means that the management class to which the backup objects are bound should have retention settings that change the inactivated backup objects to be expired immediately. The retention settings for a backup copy group that would facilitate this is RETONLY=0 and VERDELETED=0.
Oracle strongly recommends that a recovery catalog be used with RMAN. However, it is possible to execute RMAN commands without one. If you operate without a recovery catalog, RMAN uses the target database control file to store backup and structural information about the database. The following limitations apply when operating without recovery catalog:

• Point-in-time recovery is not possible.

• Stored RMAN scripts cannot be used.

• Recovery cannot be performed if the control files are lost or damaged.

Oracle recommends the use of multiplexed control files, with each file located on different disks to protect against media failure.

To synchronize the rman catalog with tsm database, use tdposync utility. This utility allows you to repair discrepancies between the TSM server and the RMAN catalog.  These discrepancies can occur as a result of incorrect management class settings. This external executable allows the DBA to resolve discrepancies between an RMAN catalog and the TSM server due to errors that can occur during RMAN file deletion. Identifying and removing backups from the TSM server that no longer exist in the Oracle catalog frees up space on the server. The tdposync utility uses the tdpo.opt file for its options.

When you invoke tdposync, the utility does the following:

• Prompts you for RMAN catalog owner, password and TNS alias.

• Gathers information about catalogued Oracle database(s) in a recovery catalog.

• Crosschecks TSM server objects against RMAN backup entries.

• Displays formatted output to the screen (files that exist on TSM but not in the catalog database(s)).

• Prompts you to do one of the following:

- Delete any files found causing the discrepancy.

- Delete all files.

- Exit the program without deleting files from the TSM server.

We strongly recommend registering a dedicated node for the Oracle backups that is separate from the node that is used with the backup-archive client. If you have a separate policy domain for Oracle backups, this is required, since a node can only belong to one domain. When registering a node, be sure to specify the following parameters:

• NODENAME

• PASSWORD

• BACKDELETE

• MAXNUMMP

• DOMAIN

The node that is used to backup the database objects to TSM must be able to manually delete the backup objects. To do so specify BACKDELETE=YES when registering the node. You can update a node that has this value set to NO and set it to YES with the update node command. If this value is set to NO, RMAN will not be able to manually inactivate the Oracle backup objects, and they will reside in TSM storage forever.

A node is restricted to the number of tape mounts specified with this option. In order for the TSM client to use multiple sessions when sending backups to tape, the maximum number of mount points parameter MAXNUMMP must be equal to or greater than the number of sessions involved in the backup. The number of session used during a backup corresponds to the number of channels allocated in an RMAN script. The MAXNUMMP must not be set to a value greater than the actual number of physical drives defined to the TSM server. If TDP for Oracle is unable to acquire enough tape mounts, either because this value is set lower than the number of sessions, or because the tape mounts are not available, the backups may fail, or have to wait for one session to finish. MAXNUMMP=2  (to allow the client to mount a maximum of 2 drives).

From Rman perspective, You can use the CONFIGURE RETENTION POLICY command to create a persistent and automatic backup retention policy. When a backup retention policy is in effect, RMAN considers backups and copies of datafiles and control files as obsolete, that is, no longer needed for media recovery, according to criteria that you specify in the CONFIGURE command. You can then periodically or regularly issue the REPORT OBSOLETE command to view obsolete files and DELETE OBSOLETE to delete them.

The retention policy is ongoing. As you produce datafile, control file, and archived log backups over time, RMAN keeps track of which to keep and which are obsolete. RMAN does not automatically delete the files for you, but it does perform the record keeping.

The term obsolete does not mean the same as expired. A backup or copy is obsolete when REPORT OBSOLETE or DELETE OBSOLETE determines, based on the user-defined retention policy, that it is not needed for media recovery. A backup or copy expires only when RMAN performs a crosscheck and sees either that the file is missing from disk or that the media manager has returned "Not found" for the file. In short, obsolete means "not needed," whereas expired means "not found."

First, RMAN decides which datafile and control file backups are obsolete. Then, RMAN considers as obsolete all archived log backups that are older than the oldest datafile or control file backup that must be retained. This behavior occurs regardless of whether the retention policy is configured for a recovery window or redundancy.

To ensure that data about backup sets and image copies in the recovery catalog or control file is synchronized with corresponding data on disk or in the media management catalog, perform a crosscheck. The CROSSCHECK command operates only on files that are recorded in the recovery catalog or the control file. If the backup or copy is on disk, then the CROSSCHECK command determines whether the header of the file is valid. If the backup is on tape, then the command simply checks that the backup exists. The possible status values for backups and copies are AVAILABLE, UNAVAILABLE, and EXPIRED. View the output of the LIST command or the recovery catalog views to determine the status of backups and copies. The CROSSCHECK command does not delete operating system files or remove repository records. You must use the DELETE command for these operations

Delete expired command deletes all the backups from catalogs that do not exist on the media. Rman knows if it is expired – by running a crosscheck command. Under normal conditions, report obsolete – will mark all backup beyond rman’s retention as obsolete and delete obsolete will delete them from the media and the catalog. So the backups become expired only of it was removed outside rman – directly on the media. Use the prgrmanc.sql script ($ORACLE_HOME/rdbms/admin on UNIX): to remove recovery catalog records with status DELETED. In releases prior to Oracle9i, RMAN updated recovery catalog records to DELETED status after deleting the physical files rather than removing the records.

In Oracle9i and later, RMAN always removes catalog records and never updates them to status DELETED. However, records with status DELETED can appear in the recovery catalog when you upgrade a catalog created prior to Oracle9i to the current release. For this special case, you can run the prgrmanc.sql script.
Note: 

RMAN cannot implement an automatic retention policy if backups are deleted by non-RMAN methods, for example, through the media manager's tape retention policy. The media manager should never expire a tape until all RMAN backups on that tape is removed from the it’s catalog.
Correlating RMAN backups with TSM/TDPO to backup pieces and TSM retention

RMAN> list backup of datafile 2 completed after 'sysdate-2';

…..>  Piece Name: c8h7fotr_1_1

Now connect to rman catalog – find out the backup times.

ORACLE > select substr(handle,1,40) handle, start_time, completion_time from rc_backup_piece where handle = 'c8h7fotr_1_1'

HANDLE                                   START_TIME        COMPLETION_TIME

---------------------------------------- ----------------- -----------------

c8h7fotr_1_1                             29-dec-2005 02:00 29-dec-2005 02:32

Compare this information from TSM ( dsmadmc )

Note - To display objects in the TSM catalog stored by TDP for Oracle, you can use

standard SQL SELECT statements from the command line from an administrative client console.

To help you find what information is available in the database, TSM provides three system catalog tables:

• SYSCAT.TABLES contains information about all tables that can be queried.

• SYSCAT.COLUMNS describes the columns of each table.

• SYSCAT.ENUMTYPES defines the valid values for each enumerated type

and the order of the values for each type

tsm: SASDSP04>select *  from backups where node_name = 'SASWH126_ORA' and filespace_name ='/tdpo_r1stgcas' and  ll_name = 'c8h7fotr_1_1' ( Obtain the filespace name from TDPO_FS line in the option file above  ). 

 NODE_NAME: SASWH126_ORA

 FILESPACE_NAME: /tdpo_r1stgcas

 FILESPACE_ID: 10

 STATE: ACTIVE_VERSION

 TYPE: FILE

  HL_NAME: //

  LL_NAME: c8h7fotr_1_1

  OBJECT_ID: 473942986

  BACKUP_DATE: 2005-12-28 18:00:32.000000 -( This is the time when the backup started, adjusted to TSM server’s clock. 

  DEACTIVATE_DATE: 

  OWNER: oracle

  CLASS_NAME: DEFAULT

Lessons learned from DR – If you use TSM for DR exercise, then make sure that the TSM database and TSM data ( actual file backups ) are in sync on the DR site. If the are out of sync and if the database has more information, then you would try to restore a file thinking it is on tape but actually it’s not. The TSM database cannot have any less information because as soon as a backup is complete this database is updated. 

EMC Volume Based Replication

There are various volume based replication solutions available from different vendors, we will only discuss a few from EMC here.  They have BCV – Business Continuance Volume, which is essentially a 3 way mirroring of disks where the 3rd mirror can be split from the  other two and hosted  on another server to perform backups or use as a clone of the database. It can function either as an additional mirror to a symmetric logical volume or an independent host addressable volume. 
Timefinder is a software  that can split the  BCV third pair. In “consistent split” mode, it momentarily holds off IO to BCV volumes before splitting and as a result, after the split you have a consistent database on the 3rd pair which can be mounted to a host and brought up as an independent database after performing instance recovery. It would be the same effect as if the database server crashed and came back. 

Now you can split in an “inconsistent” way if you put the database into hot backup mode before splitting and essentially used the BCV 3rd mirror as the hot backup of the database. With the archivelogs created during the backup, this hot backup can bring up your database. 
However if you are using ASM,  realize that ASM has its own metadata – which it might still be writing to ASM disks when the client databases ( as many as you have on the BCV volumes ) are all put on hot backup mode. Since ASM has no data files on its own and there is no way to put the ASM database into “backup mode”, the only way you can do a DR or clone of ASM databases using Timefinder is a consistent split where ASM IO is kept in suspended mode momentarily.

Symmetrix Remote Data Facility (SRDF) is a volume based replication between two distant Symmetrix based BCV volumes. This replication can be synchronous or asynchronous manner. SRDF maintains your DR database ( or DR of any data outside for that matter ) in a distant site at a logical volume level – without using Oracle’s data guard which is based upon copy of archive logs or redo logs from source to destinations. 

If you are  using Timefinder  to split BCV and do your database backup from the split copy using RMAN, you have to make a special note on the control files. On the production host before the BCV is split, take two backups of the control files.  

Rman >  copy current controlfile to ‘+FRA/control_start’;

Rman >copy current controlfile to ‘+FRA/control_bak’ ;

After the BCV is split and is hosted on another server, you use the control_start control file as its control file. Now when you bring up the instance, backup your database and the control_bak copy as the control file. This is done because as soon as you mount your database, the control file SCN is advanced – making it different from the production copy. 

References

1. Oracle metalink note 31406.1 – Standby Database Prior to Oracle 7.3 

2. Oracle metalink note 67488.1 – Standby Database Configuration, Case Study, 8i New Features

3. Oracle metalink note 234508.1 - Certification and Prerequisites for Oracle DataGuard

4. Metalink note 132991.1 - Data Guard 8i Setup and Implementation

5. Metalink Note:228257.1—RMAN  “Duplicate Database” Feature in Oracle9i /Oracle 10g

6. EMC Timefinder and  ASM Best Practices for Oracle Database 10g Automatic Storage Management by Nitin Vengurlekar,  Bill Bridge, Ara Shakian of  Oracle, Bob Goldsand of EMC.
1







Paper # 128


