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Abstract

VMware technology is becoming increasingly used in the IT market place.  In the last few years, it’s grown from a tool which engineers used to test different operating systems to a full blown solution for all kinds of IT architectures and applications.  

With this increased popularity, more organizations are investigating ways to leverage this new technology within their Oracle footprint.  The intent of this session is to provide an overview of how to leverage OS, Network, Storage and VMware technologies to make a clone of your existing Oracle implementation from its physical environment into a VMware ESX Server.

One of the major problems this solution has been used to resolve has been to clone the Oracle iAS infrastructure which is more tightly intertwined with the hostname and IP address of the original environment.  This makes changes to the hostname, the network identification or both a more challenging prospect.
Elements that will be focused on are: 

· Creating the virtual network and systems to host the virtual environment

· Separating your physical and virtual environment

· Process of migrating your storage from one environment to the other

· Accessing your new virtual environment.

This whitepaper will specifically discuss leveraging iSCSI technologies within the storage component of the presentation, however the same practices apply to other storage infrastructures.
Project Scope
· Provide a replicated virtual environment of an existing physical environment running multiple components of Oracle iAS, infrastructure, middle tier and web cache components
· Ensure integrity of data from original physical environment – however data from the original environment should be “scrambled” to ensure sensitive information is protected in a less secure environment

· Segregate the virtual and physical environments to ensure no processes running on the virtual environment have no access too the production data.  An example of a common “gotya” on cloned environments is a process like Oracle Work Flow Mailer (WFM) on development.  This process can access an inbox of the production WFM, process requests accordingly removing them from the production environment.

· Provide remote access into virtual environment in a simplistic manner in which end users will be comfortable working in the exact same manner as that in which they work in production.

· Services offered from the virtual infrastructure will be accessed via the same methods as the physical environment. URIs will remain constant and application data from the point in time clone will be exact.

· This type of virtualized environment can be used for many purposes with both technical and business benefits.  Technical resources can replicate physical and normal production environments,  and often can do so rapidly to allow accurate testing of patches and new functionality.   From a business perspective, re-deploying environments in a virtual environment cuts down on costs for physical hardware, power and associated hardware costs.  It also improves the possibility of using replicated environments for product demonstration and proof of concept.  

· This approach is by no means unique; with the continuous acceptance of VMware as a valid solution to IT problems, using the technology not only for testing but also for running production systems is becoming more common place
Project Definitions and Environment

For the purposes of this whitepaper, we will consider the cloning of a 4 server Oracle iAS environment running on RedHat Enterprise Linux 4.  The architecture of the environment is simplistic and adherent to Oracle’s best practices for implementation and configuration.

The three tier environment consists of a single infrastructure database (SID: orcl), an oracle middle tier server, a single sign on OID server and a web cache tier.
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All four servers have connectivity via an Ethernet network and a dedicated connection to a Storage Area Network (SAN).  In our specific example, this is an iSCSI network using standard CAT6 Network connectivity – however the practical theory in this documentation is also applicable to other Storage Area Networks such as fiber technologies.  
The web cache tier (web01) is connected to the application instances (app01) which is in turn internally connected to the database server.  The single sign on server (sso01) is accessible for authentication for the end users and communicates session identification to the application server (app01).
Additionally all three tiers are separated by a network firewall; this complication will not be replicated in the virtual environment, however there is no technical reason why this could not be virtually implemented.
Project Goals

To replicate this physical environment, we will deploy VMware ESX server to virtualize all four hosts, the parent server is running similar hardware to the production database server in the production environment.

NOTE: Server specifications available in appendix

Additionally we will have  utility hosts (vpndns01) which will be used for a number of internet technology services which are not only required for basic connectivity to the virtual servers, but also will be used to replicate a number of services which are assumed to exist during normal functioning network such as DNS and NTP.  

This utility host will act as a VPN entry point to the virtual network for connecting clients.  Once this connection has been completed, the connected clients will be adherent to the local virtual network policies.  This is essentially how we govern how clients connect to the virtual environment using the production universal resource identifiers: URIs (such as web pages).
In the virtual environment, we will create a full virtual subnet (172.16.100.0/24) and connect the virtual hosts to this:
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Notes & Assumptions:

Before we proceed, the following sections make some relatively large assumptions which may or may not be applicable to your environment.  If you are facing any of the limitations listed below, it is normally possible to perform the steps in some other manner depending on your existing setup.  Consider the following limitations: 
· Both the physical and virtual environment are connected to the same Storage Area Network

· The Storage Area Network is able to perform “clones” or “point-in-time” copies. Most modern SANs are able to handle this

· Your database is in archive log mode (can be placed in hot backup mode); if not, the steps for putting the database in hot backup mode should be replaced by shutting down the database, causing an outage.

· If the physical and virtual environments are not connected to the same storage facility or cloning isn’t feasible, the same can be achieved by transferring the data in some other way, such as a network copy or from tape or some other medium.
Project Overview
From a high level, the project plan is relatively straightforward and can be broken down into sections. While most of the sections are in order, some of them can be done sooner depending on the normal process followed in your environment i.e. you may install the machines before having the network for them to connect to ready.  These sections include:
· Configure Physical Network

· Connect ESX Server to Physical Network

· Connect ESX Server to Storage Area Network

· Install ESX Server
· Create Virtual Network

· Configure network services on utility server

· Configure VPN connectivity on utility server

· Install Virtual machines

· Apply Oracle OS best practices to oracle virtual servers

· Place production services in hot-standby

· Clone Storage volumes

· Take production services out of hot-standby

· Present storage volumes to parent server

· Configure storage devices on parent server to present them to child hosts

· Configure child hosts to access storage devices directly
· Mount volumes on child hosts

· Clean up data on volumes

· Mount database, take out of hot standby mode

· Start application services

Project Execution

In this section we will overview the execution of the project;  many aspects of this section are either beyond the scope of this document or will be differently applied to your environment/network depending on your existing physical setup and desired end results.  Sections which are specific to our lab environment or use specific technologies such as iSCSI SAN will be marked as such in the section, however most of the goals achieved in that section should be replicable either manually or in other technologies.

Configure Physical Network 

Like most IT tasks, the first aspect of this project is to configure the physical network to allow remote connectivity.  For this setup, we configured the ESX server to have a single Ethernet connection to a private layer 2 VLAN which has a full subnet allocated to it.  The local routers are configured to route all traffic to the VLAN to allow inbound connectivity, however there is no outbound connectivity from the private VLAN to the rest of the network.  This ensures that any custom or Oracle processes attempting to connect to the production environment, maybe from a hard-coded IP address, will fail.
The exact configuration of this VLAN is most likely best handled by your local network resource; however the following is an example for a layer 2 Cisco Switch:

end

	interface Vlan311

 description <Default Gateway> <DEMO-VMWARE>

 ip address 172.16.100.1 255.255.255.0

end 


Connect to Physical Network

Once the VLAN has been configured to connect the one or more Ethernet interfaces to the configured VLAN.  A single Ethernet interface is adequate, however the more interfaces you have in the parent server, the less likely you are going to run into performance problems related to Ethernet connectivity.

Connect to Storage Area Network

Connectivity to the Storage Area Network (SAN) is again very dependant on how your existing environment is already configured and which technologies you are using.  In our specific example, we connect a dedicated Gigabit Ethernet port on the parent server and connect it to a private switch dedicated for iSCSI traffic; however we could also have used an iSCSI HBA.  Configuring the connectivity to your SAN is most likely a discussion you will need to have with your server administration team.
NOTE: the following section is iSCSI specific

In order to provide iSCSI connectivity to your child hosts, you will need to create a new virtual switch (vSwtch1 in our setup) which is a connected dedicated gigabit Ethernet network (vmnic1) which is physically connected to the Storage Area Network.  On this virtual switch you need to add a VMKernel and an iSCSI port to initiate iSCSI connections to iSCSI Target on the SAN.
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Install ESX Server

The next strep is to install the VMware ESX server.  The full details are beyond the scope of this paper, however you can find many good guides to doing so online.  Some of the main considerations is that the ESX Server is designed to run directly off the hardware, meaning that you don’t need to install a guest operating system before installing ESX server.  Instead, simply boot off the media in a similar manner you would while installing a normal operating system.
ESX Server is essentially just a Linux kernel and drivers which are loaded on the hardware which hosts the application which in turn hosts other child operating systems.

Once the system has booted off the installation media, simply hit return at the splash screen:
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This will bring you to the ESX server installation screen
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From here, most of the configuration is straightforward and either the defaults or simply hitting next is appropriate.
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The one section you may want to pay a little more attention to is the Network configuration screen.  I recommend you choose a static IP address on the VLAN created in the earlier steps.
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Once ESX server has been installed, the server will reboot and load the ESX operating system.  Once this has been completed, you can access the ESX server either by simply pointing your web browser at the IP address used during the installation or by integrating the ESX server within another VMware product such as Virtual Infrastructure (VI) which allows you to manage multiple ESX server installations.
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If you have any problems accessing the ESX environment or receive any VMware related warnings while loading the application, now is the best time to diagnose them as they will most likely lead to problems down the road which may require starting from scratch.
Create Virtual Network

Now that we have taken care of all of physical considerations, next we need to build the virtual network within which our virtual servers will have network connectivity.  To simplify our setup, we use a single virtual switch (vSwtch0) for all the child hosts; we also have a service console (vswif0) sitting on this virtual switch.  We tie the virtual switch to the physical adapter (vmnic0) which is connected to the VLAN created in the first steps.  
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We then create a virtual network associated with this virtual switch, which allows us to have internet connectivity between hosts and into the virtual environment: Remember there is no outbound access due to the physical network restrictions.
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Once you have completed the setup and added some virtual hosts [when creating the virtual machines later you will choose which virtual network(s)], you want to add your virtual machines too.
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Configure network services on utility server

In essence configuring the network services on the utility server  is the core of the project. Simply installing iAS on a virtual machine with new hostnames would be trivial, however we need to be able to duplicate the network host identifications, and then have the clients respect this new network connectivity.  
It’s worth pointing out there are a few different ways to do this.  Depending on your network, network services experience and comfort, you could easily implement any type of VPN/IP allocation/Name Resolution solution you feel best addresses your needs.

In our environment, we will opt for having another Linux server which can perform all of these tasks.  This is a low cost and effective solution for our needs, and the overhead of running these services on another virtual machine are low and don’t impact the overall performance of the environment.
After creating a new virtual machine with a standard Linux server installation, we need to install and configure two new services: 1. PPTPD to handle incoming VPN connectivity and IP allocation to connected clients and  2. BIND to provide resolution to the virtual network with the same network identification.
Name Resolution

We will provide name resolution for the virtual infrastructure using the ISC name server, more commonly known as BIND.  BIND should be installed via RPM

# rpm –uvh bind-9.x.x-xx_ELX bind-libs-9.x.x-xx_ELX bind-utils-9.x.x-xx_ELX

Then configure the named daemon to resolve all of the forward and reverse domains you use to refer to your network 

	Forward:

zone "example.com" IN {

        type master;

        file "data/db.example.com";

        allow-update { none; };

        allow-query { any; };

};

Reverse:

zone "100.16.172.in-addr.arpa" IN {

        type master;

        file "data/db.100.16.172";

        allow-update { none; };

        allow-query { any; };

};


Once we have configured the domains for which the name server will need to respond, then you will need to populate the zone files with the network identification for the virtual hosts:
	$TTL 10800

@       IN SOA vpndns01.example.com hostmaster.example.com. (

        2007102601      ; serial number

        10800           ; refresh

        3600            ; retry

        604800          ; Expire

        3600            ;

)

; Name Servers

;

                IN      NS      vpndns01.example.com.

;Linux Oracle Virtual Boxes

;

web01             IN   

A
172.16.100.32

www
          
CNAME

web01


	$TTL 10800

@       IN SOA vpndns01.example.com hostmaster.example.com. (

        2007102902      ; serial number

        10800           ; refresh

        3600            ; retry

        604800          ; Expire

        3600            ;

)

;

; Example Name Servers

;

100.16.172.in-addr.arpa.        IN      NS      vpndns01.example.com.

;

;Reverse Lookup

;

25.100.16.172.in-addr.arpa.     IN      PTR     vpndns01.example.com.

32.100.16.172.in-addr.arpa.     IN      PTR     web01.example.com.




Remember it is important to include zones for all of the domains on your physical network to ensure that all URIs will be resolved correctly.  It is also important so that iAS will be able to resolve it’s own identifiers correctly.
Provided that BIND is now correctly configured, all the hosts will be able to intercommunicate correctly and VPN users will have the correct resolution for URI access.

VPN Connectivity
Next we configure a VPN connectivity service to run on the same Linux host (vpndns01).  Again this aspect of the solution could be replaced by a number of other solutions/devices which perform the same service; this one is simply the most convenient for our particular situation.
Firstly we install the pptp daemon from the RedHat package

# rpm –Uvh pptpd-1.3.x-x.rhelX

The default configuration for PPTP is very simple; however your systems administrator may likely enforce some stronger policies.  The default configuration file can be found in /etc/pptpd.conf and requires three parameters: 1.The options file which provides the configuration for the VPN and 2. The local/remote IP address ranges to assign to connecting clients

	option /etc/ppp/options.pptpd

localip 172.16.100.1-255

remoteip 172.16.100.100-125 


The options file can be a little more complicated due to the range of different authentication mechanisms; we will focus on the most basic setup for windows VPN connectivity using CHAP authentication – the following options are either defaults or self explanatory
	Auth

+chap

ms-dns 172.16.100.25

proxyarp


This configuration will enable chap authentication, configure the default name server to be the IP for the DNS server we just configured (vpndns01) and register the connection in the ARP table for the VPN server (which will avoid IP conflicts).
User authentication is then handled in a plain text file /etc/ppp/chap-secrets

	# Secrets for authentication using CHAP

# client        
server 
secret
IP addresses

EXAMPLE\\user 
*       
pass

*


Clients should now be able to connect into the Virtual Private network using a standard windows VPN client connection, which we will review in the next section.

Configure VPN connectivity to utility server

In this section we will review the connection to the VPN server from a standard Windows XP workstation.  This section assumes you can connect to the VPN server over the network where you reside; again you may wish to defer to your network administrator
In your Network Panel add a new connection via the connection wizard
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Select a VPN type of connection
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Specify the IP address of the Virtual utility server (vpndns01)
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Specify the chap authentication password configured in pptpd
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Once connected you can see from your IP information that you are on the private network and using the vpndns01 server for your DNS resolution

Create and Install Virtual machines

In this section, we will review the creation of the virtual machines and how to connect them the to the Virtual network created earlier on.  You will have to repeat this section for each virtual machine you require.
To create the virtual machines, simply run the “New Virtual Machine Wizard” and select a “Typical configuration”
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Next give the Virtual Machine a name; this is not the network identification so feel free to use any name which is appropriate for your environment
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Next we need to specify a data store for the virtual machine to live; this will most likely be a local disk in the machine.
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Next Select the OS type of the guest OS, for the Oracle iAS servers this should be RedHat Enterprise Linux 4 
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Next you will be asked to select the number of virtual CPU’s – normally 2 is fine – you can fine tune this later for performance
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Next up is the memory configuration.  For your database server, 2GB is advisable, while for the other machines 512MB should be fine – again all of this can be fine tuned later for your environment.
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Now we add network interfaces to the machine.  Depending on your physical setup, you may want to have 2 or more NICs.  The most important step at this point is to ensure they are allocated to the correct virtual network created earlier
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Finally you’ll need to specify the size of the OS disk size, for a normal non-gui RedHat installation 20GB is more than adequate
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Hit finish and the virtual machine is ready for the OS installation
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To perform the OS installation, select the CD/DVD Drive from the Virtual machine properties and mount your ISO device in whichever is most convenient for your environment. 
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Power on your Virtual machine and your ISO image should load to the OS installation splash screen.  

The OS installation is left as an exercise to the reader.  You should install only the packages required for Oracle to function and if possible avoid installing any desktop environment as this will only consume resource unnecessarily.
Apply Oracle OS best practices to Oracle virtual servers

After having completed the installation of the virtual operating systems, you should apply the recommended modifications as recommended by Oracle to ensure your environment will be able to run on the Oracle infrastructure accordingly.  

For RedHat, and most operating systems, these modifications are documented on Metalink Note:392940.1
In short you will most like need to make modifications to:

· /etc/sysctl.conf

· /etc/security/limits.conf

· /etc/pam.d/login

· /etc/profile

· Install RPM dependencies

· Install Java

Finally you will need to recreate the users and groups you have on your physical machines.  These users need to have the same login name, userid, and group ids as on production.  This will make sure that all of the file permissions will be replicated from production and allow a speedy ramp up time on the virtual environment later – if this is not feasible for some reason, we can simply ``chown’’ the files when the replication has been completed.
Once this has been completed, we are ready to replicate the data from the physical environment to the virtual environment!

Place production services in hot-standby

Before performing the disk clone of the physical environment, we need to prepare the Oracle databases to put themselves in a state which allows for a copy to be made.  This is often referred to as placing the database in hot backup mode, most DBAs should be comfortable with this operation and it is documented on metalink Note:94114.1.

When the database is in hot backup mode, the underlying data files are static and in a suitable state for copying with data integrity intact.  

The same procedure is not required for the non-database components of Oracle iAS such as the application server and web cache which can be replicated directly as file integrity is performed on a file system level.

Clone Storage volumes

The specifics of this section will be related to performing a clone operation on an EqualLogic (DELL) iSCSI SAN – the operations performed in this section can most likely be reproduced in your SAN environment, however if not the steps in this section can be replicated using either a network copy or copy from some other media such as magnetic tape.

Important Note: It is important that you create a full LUN/Volume clone or point in time copy of that Volume – many SANs have technologies such as “snapshots” which should not be used for this type of operation as the snapshot will rapidly outgrow the LUN size and most likely offline itself.

Connect to the SAN management tool, select the volume where the physical data is located and select the clone volume operation
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Set the new volume name, the size should be exact same as the original – again no snapshot space will be required
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At this stage, there is no need to allow access to any initiators – we will add these later.
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Finish and allow the clone to be created.  On most modern SANs, this type of operation is seamlessly instantaneous as it is backgrounded into the SAN internal operations.
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You need to repeat this cloning process for all the volumes and LUNs assigned to your physical machines which contain information pertaining to your Oracle iAS environment.

It is possible that you have some relevant information which is not based on the SAN.  For example, maybe your web tier which is small isn’t connected to the SAN infrastructure. Information like this can be replicated in a traditional manner such as a network copy or a recovery from media.

Once you have completed your SAN-based activities, you should return your physical environment to a fully operational level.
Take production services out of hot-standby

Once you’ve completed the volume level clone on the SAN, it is best to bring the database out of hot standby mode to allow it to return to a fully operational status.  On most SAN systems, creating the clone or point in time copy would take only moments, so the overall time the database is spent in backup mode should only be a few minutes.

The process of bringing the database back to full operation level is again very well documented on metalink Note:94114.1.

Present storage volumes to parent server

Next we present the cloned LUNs to the VMware ESX server to the interface connected to the Storage Area Network.  We need to allow access to both the VMware network Kernel and the Interface connected to the Storage Area Network.  The interface connected to the network handles the initial connection of the volume to the ESX server, however the VMKernel handles the presentation of the volume to the individual virtual machines.

Again the following sections are specific to the EqualLogic (DELL) iSCSI SAN, however it’s likely the setup is similar for your own storage environment – the essential technique we’re doing here is replicating the volume.

In the volume access properties, add access for both the interface of the ESX server and the VMKernel.  We don’t need to concern ourselves with volume contention; this is handled by the ESX server (it passes control from the interface to the VMKernel).
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When completed, both interfaces can access all of the required volumes
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Next we will configure the storage devices on the ESX Server
Configure storage devices on parent server to present them to child hosts

Now that the Storage Area Network is presenting targets to our ESX host, we need to start the Discovery Address to see any LUNs presented to the parent host.  In the Storage adaptors section, in the configuration tab, hit “Rescan” to see newly presented volumes:
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Now that the LUNs are presented to the ESX server, we need to provide access to the virtual machines running on the server
Configure child hosts to access storage devices directly

To provide access for the child hosts running on the ESX server, we go to the Virtual Machine properties and add new hardware. This will bring up a wizard to walk us through the process.
First select the device type: Hard Drive
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Next, Select a Disk.  Choose a Raw Device Mapping which allows the Virtual machine to have direct access to the SAN
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Next, we select a target LUN which has been discovered from the SAN
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Next we select the compatibility mode – we want our child hosts to have direct physical access to the LUN as if it was a physical device
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In the advanced options, you can specify the SCSI ID to use to present the device.  This can be useful for environments where device mapping is important, and  it can also be handled at the OS level.
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Hit Next> then Finish and you will see the new Hard Disk as a Mapped Raw LUN in your Virtual Machine Properties
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Now that the LUN has been added to the child host, we can power on the virtual machines and mount the volume directly.
Mount volumes on child hosts

Once your virtual machine is booted with the allocated LUN attached to the raw device, you can address it in the virtual machine in the same way you would any SCSI disk.  Because the LUN has been cloned from an existing LUN, it must already have a valid partition table and EXT(3) file system.  This can be validated by running the fdisk –l command on the new device added to your virtual machine
	Disk /dev/sdb: 293.3 GB, 293391564800 bytes

255 heads, 63 sectors/track, 35669 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes

   Device Boot    Start       End    Blocks   Id  System

/dev/sdb1   *         1     35669 286511211   83  Linux


Then the partitions can be mounted in the same fashion they are on your production machine

# mount /dev/sdb1 /u01

It is a good idea to use the same mount point structure as used on the physical environment as to ensure there are no problems; however in theory it is possible to reconfigure the database to have new data file locations and new ORACLE_HOME paths for the applications servers.

Clean up data on volumes

This is an also an opportune moment to clear out any temp and logfile directories; these will contain information from production which may be confusing when trying to resolve any new issues (as they will contain information from the production environment before it was cloned).

Mount database, take out of hot stand by mode

Now that all the information has been cloned from the physical environment to the virtual infrastructure, we are ready to start the services in their new virtual environment.  The first step is to start the ORCL, or Infrastructure database on the virtual machine (db01).  
Providing you have followed all of the steps up until this point, starting the database should be as simple as starting any other database which has been un-mounted in hot standby mode (again all of this information is better documented on Metalink Note:94114.1 and isn’t repeated here).  

Some of the issues you may run into are permissions related if the owner of the database file has changed UNIX id etc, but essentially the database infrastructure should be an exact replica from production and so the database should just mount.  You will also have to start some database related processes such as the listeners – again anything you would be running on your physical environment should be replicated on this virtual machine.
You can test connectivity to the database using standard database connection tools such as SQLplus.

Run chgip script on application/web tiers (pre 10.1.3)
Now that the infrastructure database is up and running, we need to run an Oracle supplied script to change the IP address of the middle tier, OID and web-tiers to update the DCM name in relevant configuration files.
This needs to be done on version of Oracle iAS prior to 10.1.3 – more information can be found on this aspect in Oracle Metalink note:  Note:333552.1
Start application services

Now that we’ve made the relevant changes, we are ready to start up the application services in the same manner you do on your physical environment, again provided we’ve diligently ensured that everything is named the same and that the user/group ownerships are accurate then everything should start up just as smoothly as they do in your normal environment.

If your services don’t start up correctly, it’s possible that there are hardcoded IP addresses in some unexpected places or you need to run the chgip script on more virtual domains.  The logfiles for the individual processes (OC4J, Portal, OID etc.) are quite detailed and any errors are likely to be obvious or well documented on Metalink

Testing your Environment

From an external machine, first connect to the VPN service which we first created – from there you should navigate with your browser to the normal URIs which you use in your physical environment.  The DNS server assigned to your VPN will return the virtual private IP address of the virtual machine and you will make the connection locally over the VPN.
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The final result:  The portal page is accessed in the same way as the physical environment!

Appendices
Demo Environment ESX Server configuration

· Virtual ESX (Operating System)

· 4 CPU x 3.12 Ghz hyper threaded, 8 GB of RAM, RAID 1 - 60GB (Internal RAID 10)/ 550 GB (1nternal RAID 5) 

· Child hosts 

· web01 

· app01

· so01

· db01

· vpndns01

Cisco Layer 2 VLAN configuration:

interface GigabitEthernet5/3

 description <ESX-DEMO> <VMWARE>

 switchport access vlan 311

 switchport mode access

end

interface Vlan311

 description <Default Gateway> <DEMO-VMWARE>

 ip address 172.16.100.1 255.255.255.0

end
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