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Background

Oracle 10g leveraged 9i’s “Flashback Technology” allowing RMAN to use the Flash Recovery Area (FRA) as a self-cleaning area to cache disk saves for use in database recovery, database duplication, even allowing the DBA to immediately replace damaged database files by pointing the database instance at the FRA.  

This paper introduces use of the FRA with RMAN by showing the DBA how to configure the FRA, and then RMAN to use the area for both disk and subsequent tape saves.  Using a case study, we demonstrate a method to size the FRA then establish a disk and tape save routine using Oracle’s 10g incrementally updated backups to roll forward an image copy of the database using incremental database saves. We investigate how Oracle reconciles our RMAN backup retention policy with our specified FRA size, how to monitor FRA space usage, and the key role “Oracle Managed Files” (OMF) play in space-pressure relief.  
We consider how the FRA supports transient and permanent files.  Transient files include RMAN save structures such as archived logs, image copies, and incremental saves.  These structures are subject to automatic FRA removal under certain space-pressure conditions, as we will see. Permanent files include control files and online redo logs, and persist in the FRA. Oracle allows FRA use as a destination for these fixed, multiplexed structures, and will not manage them to relieve FRA space pressure—that’s left to the DBA. Oracle recommends using the FRA for permanent as well as transient structures, and our test does place archive logs in the FRA, which Oracle also manages with the OMF format.

Use of RMAN with the FRA augments tape-only technology, and due to disk space requirements, should be considered where database Service Level Agreements (SLA) warrant use.  The implementation described below uses a modified “hot” backup script supplied by Veritas.  Note that each step of the save is tested individually, and can be run independently from the RMAN command prompt as needed, but is engineered to run as a command stack via normal Veritas NetBackup scheduling.  Per industry standard and best practice, archive log mode is expected for this configuration along with Oracle’s Block Change Tracking (BCT) feature.
While much of our work with the FRA is supported by Oracle’s Enterprise Manager, all code pieces and product demonstrations shown here occur from the Sql*Plus or RMAN command prompt. 

Environment
Products   

We tested with 10gR2 (10.2.0.3) Enterprise Edition (EE) of Oracle, which includes full use of all Flashback Technology and RMAN features.  Because RMAN manages both our disk and tape saves, we employ an RMAN Recovery Catalog (RC) to fully use RMAN management and reporting capabilities. For tape saves, we interface Veritas NetBackup version 5.1 with a StorageTek tape silo, and host our test architecture on a SUN Microsystems Sun Fire v240 running Solaris 9 with dual processors, 8 gigabytes of memory, and 50 gigabytes of SAN-mounted database disk space.  We do not use ASM, RAC, any flashback technology, or OMF files (outside the FRA) in our environment. 
Database

Our test database consists of a single table containing up to 20 million records supported by a simple non-unique index.  Using 10gR2 external table technology, we generate transaction activity via bulk data loading of 10 million rows per execution, followed by a series of manual deletions of not more than 500,000 records per deletion.  Using this Data Manipulation Language (DML) scheme, we closely hold our test database size to 7 gigabytes affording timely save testing while generating sufficient redo log volume for product inspection.
Process
Our goal is to establish a working 10gR2 database in archive log mode that tests regularly scheduled saves to an established FRA disk area, followed by supporting tape saves using Veritas NetBackup, all managed by RMAN using a RC.  The resulting architecture should support both sharply constrained operational service down times, and allow for timely database duplication.  Our final destination for this technology is a rapidly growing production 10g environment hosting a 2.2 terabyte, SAN-based, hybrid-use database supporting both heavy query analysis and bulk loading.  Our SLA calls for reducing our current hours-long tape restore to minutes. 
Configure the FRA
Oracle conceptually recommends placing all recovery-based objects in the FRA, then backs off with “minimum” placements of flashback (if used) and archived logs, depending on which documents you read. With a final goal of integrating FRA use into an existing, heavily loaded production database, I chose to incorporate just transient files in the FRA. This was an easy decision because the production environment contains 3 control files on separate SAN mount points, 8 multiplexed online redo log groups (400 Megabytes per member) that are well placed, and two archive log destinations that must be closely managed. Considering the redo log size and loading profile of our production database, potential FRA contention by co-locating online redo log members with an archive destination would be poor engineering.
Calculate the FRA Size
Our plan is to stage our database save in the FRA using Oracle’s 10g incremental update technology.  This begins with byte-for-byte image copy of the database (excluding the TEMP table space) followed by a scheduled database restore that applies the most current incremental save in the FRA to “catch up” the FRA image copy.  The image-copy restore is followed by creation of a new incremental save in the FRA, and the process concludes with a tape save of the FRA that includes clean up all archive log destinations (both inside and outside the FRA).  We will schedule this save pattern via Veritas daily.

Sizing the FRA for our proposed approach depends on the following measurements (Note that as our control and spfile space total .0011072% of our production database, we round them in):
· Actual size of the database data files (excluding the TEMP table space).

· Frequency and size of incremental database saves.

· Volume and size of archived redo logs. 

· Storage of permanent database structures within the FRA, if any.
· Frequency of disk-to-tape saves of the FRA.

Database Data File Sizing (query from azbits.com)
Queries abound to report database file sizes.  I sized our test database using:

SELECT DF.TOTAL/1048576 "Datafile Size Mb",

LOG.TOTAL/1048576 "Redo Log Size Mb",

CONTROL.TOTAL/1048576 "Control File Size Mb",

(DF.TOTAL + LOG.TOTAL + CONTROL.TOTAL)/1048576 "Total Size Mb"

FROM DUAL,

(SELECT sum(a.bytes) TOTAL from dba_data_files a) DF,

(SELECT sum(b.bytes) TOTAL from v$log b) LOG,

(SELECT sum((cffsz+1)* cfbsz) TOTAL from x$kcccf c) CONTROL

/

Our query sized our test database at 7 Gigabytes, with 2.2 Terabytes for production: 
Datafile Size Mb   Redo Log Size Mb   Control File Size Mb   Total Size Mb
----------------         ----------------            --------------------           -------------
7047.25                  150                          16.34375                        7213.59375

Datafile Size Mb   Redo Log Size Mb   Control File Size Mb    Total Size Mb

----------------         ----------------            --------------------           -------------
2197284                 3200                         72.984375                     2200556.98
Incremental Save Sizing

Sizing incremental saves (at least two copies) depends entirely upon the amount of database update activity, and is a bit more imprecise than sizing database files. Why two copies?  Our save scenario recovers our image copy with the most recent incremental save, then constructs a new incremental save for the next cycle, storing both in the FRA. Oracle could remove the just-applied incremental to make room for the newest, but that is shaving it close. As our test database is new, we have no incremental save history and must estimate.  Our production database, however, has a long history of incremental tape saves we can examine with this query using a new 10g RMAN view:
SELECT START_TIME “Save Started”, 
OUTPUT_BYTES “Incremental Save Size in Bytes”
FROM V$RMAN_BACKUP_JOB_DETAILS

WHERE TO_CHAR(START_TIME, 'D') !=1 AND INPUT_TYPE = 'DB INCR'

ORDER BY OUTPUT_BYTES DESC
/

Save Started                       Incremental Save Size in Bytes

-----------------                    ------------------------------

20071227 05:07:13            1.6883E+11 ( About 1.7 Gigabytes
20071128 05:08:02            1.6505E+11

20071129 05:06:55            1.6468E+11

20080207 05:08:43            1.1414E+11

20071207 08:54:40            9.9729E+10

20071208 06:29:42            9.4521E+10

20071206 05:06:52            8.8751E+10

20080110 05:07:53            8.5571E+10

20071204 05:06:58            8.3305E+10

.
. <snipped>
.

Our long-established production save schedule currently includes a level 0 incremental save every Sunday, followed by nightly incremental and cumulative level 1 saves during the week—all to tape.  Unfortunately, our Sunday level 0 base saves are not differentiated from other incremental saves, so we exclude them in the query.  In our abbreviated report above, we find our largest non-base incremental occurred on a Thursday (no doubt due to a bulk load), sized at roughly 1.7 Gigabytes. Because our bulk load profile is erratic, but occurs during the week, I would double (for two saves) and round this to approximately 4 Gigabytes in production to start, adjusting as necessary for growth.
For our test database, we completely control the DML and can “roughly” estimate impacting our base table and associated index by 2.5% by deleting not more than 500,000 from 20,000,000 initial rows, per turn. A quick query of our table and index from dba_data_files reports a potential incremental level 1 save of (2873098240+1002438656) * .025 = 96888423, or approximately 200 Megabytes for two incremental saves, rounded up. I did mention this is a “rough” going-in position that is easily adjusted as we will see.
Archived Redo Log Sizing
Using the FRA as a second archive log destination favors our architecture, and is recommended by Oracle. As before, we easily size redo log generation for our production database, but again have to roughly estimate for our test environment.  Here is our query to find our maximum redo log generation for one day on production:
col format a20 date

SELECT TO_CHAR(FIRST_TIME, 'DD-MON-YYYY') "Date",

COUNT(*) "Total For Day"

FROM V$LOGHIST

WHERE FIRST_TIME > TO_CHAR(SYSDATE-180)

GROUP BY TO_CHAR(FIRST_TIME, 'DD-MON-YYYY')

ORDER BY COUNT(*) DESC
/

Date                      Total For Day

---------------          -------------

25-OCT-2007       680  ( That’s 680 * 400 Megabytes = 2.0133E+11 bytes
26-OCT-2007       539

27-OCT-2007       320

27-NOV-2007      182

26-DEC-2007       173
.
.

Our production query searched back 180 days (you can specify any number of days) and located a bulk load day where over 201 Gigabytes of redo was generated (on a Thursday). 
For our test database, I very “roughly” estimated 50 logs to accommodate bulk reloads of the test table, and later confirmed through the query above the following:

Date                     Total For Day

---------------         -------------

05-FEB-2008       53 ( That’s 53 * 50 Megabytes = 2,778,726,400 bytes
06-FEB-2008       31

30-JAN-2008       27

07-FEB-2008       27

23-JAN-2008       26

31-JAN-2008       21

Permanent File Sizing
We have chosen not to store permanent structures in our FRA, but word of caution is in order regarding our saves. Oracle warns against using the FORMAT clause in any save directed at the FRA as the save will not be counted against the FRA destination for storage, and because the structures are non-OMF, they will not be automatically managed by RMAN to relieve FRA space pressure.  I will demonstrate this shortcoming later.
Frequency of Disk-to-Tape Saves of the FRA
Tape saving the FRA contents provides a vital relief valve on space pressure, and works hand-in-hand with our RMAN-configured retention policy. Tape saves add directly to the specified redundancy copy count or recovery window by copying our recovered image file copies, along with recently generated archive logs and incremental backup sets from disk. With each save, RMAN reconciles our FRA and tape copies against our retention policy and FRA space quota, automatically deleting our OMF-formatted FRA saves deemed obsolete or redundant to make space for new save files. It is key to note that RMAN won’t delete FRA objects until new space is needed, and, more importantly, won’t violate your save retention policy to resolve space pressure.  Continuing saves into the FRA without a tape save generates a growing count of unique files necessitating DBA intervention to either grow the FRA, alter the retention policy, or manually remove potentially needed save files.  We discuss running out of FRA space later. 
With our proposed nightly FRA tape saves that include clearing archive log destinations, we can meet our retention goals without hanging up our nightly saves or archiving due to a full FRA, and can maintain a more stable FRA size with reduced DBA attention.  
Implementing the FRA
Using our queries and estimates, we have initially sized our test database FRA at 9.6 Gigabytes with our production at 2.3 Terabytes.  Because we have no history with our test database, we will initially size our FRA to 15 Gigabytes for safety and adjust it for investigation.
Supporting our test, we requested a separate 50 Gigabyte data storage mount point were we co-located both the database and FRA.  In practice, the FRA should have its own mount point away from any supported database structures.  In fact, database duplication using the FRA requires making the FRA files physically available to the “auxiliary” database.  That favors mounting the FRA on the auxiliary database, and suggests an FRA disk farm supporting the enterprise.
We establish use of the FRA by adding the following two lines to the init.ora file, and can use the “alter system set… scope=both” to dynamically add or change our settings:

*.db_recovery_file_dest_size=15g # Add dd/mm/yy 

*.db_recovery_file_dest='/DB/oradata02/STAS/fra/' # Add dd/mm/yy

As we are testing use of the FRA for one of two archived redo log destinations (recommended by Oracle), we specify the FRA using the following entry:

*.log_archive_dest_2='LOCATION=use_db_recovery_file_dest MANDATORY REOPEN' # Added dd/mm/yy
Important FRA Implementation Points
· The first entry sizes the FRA, while the second specifies location.

· This space is not immediately allocated—you grow it!

· Despite Oracle’s warning, the order of the entries does not matter when specified via init.ora, but you must size the FRA before specifying the destination when using using “alter set” commands or you will get an ORA-19802. 
· The directory structure you specify as the FRA destination must pre-exist!

· Log_archive_dest_10 will automatically be used to archive to the FRA if archiving is enabled and no other archive log destinations are specified.  

· If a non-FRA archive log destination is specified in addition to the FRA (our case), Oracle states that you must reference the FRA “indirectly” using  “use_db_recovery_file_dest” vice specifying a full-path designation or Oracle will not automatically clean up obsolete files in the FLA.
· Specify your “archive_log_format” in init.ora as you always have. This format will be used only in the archive log destination outside the FRA.

· MMON will monitor the FRA for usage and alerting. 
· Don’t forget to comment your init.ora entries!
· Don’t forget to create a new spfile and run your instance with it. You can’t backup a spfile if you run your instance with a pfile, and you can’t dynamically alter your FRA settings either!
Configure RMAN to use the FRA

Persistent RMAN Settings
By default, RMAN will use our newly-sized and placed FRA for backups. However, a solid RMAN practice is to configure oft used, persistent, non-default settings and override or add to them as necessary.  Connected to both test database and RC, I set following to begin our testing:
· CONFIGURE RETENTION POLICY TO REDUNDANCY 2;

· CONFIGURE BACKUP OPTIMIZATION ON;

· CONFIGURE DEVICE TYPE DISK PARALLELISM 1 BACKUP TYPE TO COPY;

· CONFIGURE DEVICE TYPE 'SBT' PARALLELISM 2 BACKUP TYPE TO BACKUPSET;

· CONFIGURE CHANNEL DEVICE TYPE 'SBT' FORMAT  '%d_%T_s%s_p%p';

· CONFIGURE CONTROLFILE AUTOBACKUP OFF;

Important RMAN Configuration Points
· Our retention policy counts both disk and tape saves, and is a vital in relieving FRA space pressure.  Transient files age out if they pass the retention-policy boundaries, and are physically removed by Oracle if the FRA fills. By tape saving the FRA, incremental level 1 files in the FRA are obsolesced and marked for reclamation. With our current setting of REDUNDANCY=2, you would need FRA room for more than 2 saves if you didn’t perform our nightly FRA tape save. Our archive logs in the FRA will be saved and cleared nightly in a separate step.
· We configure optimization from “off” to “on” to save space and time by not resaving any unchanged files heading for tape.  This is particularly true for our archive log clearing command (backup archivelog all).
· We configure “device type disk” from “backupset” to “copy” to ensure we are writing “image copies” to the FRA.  Regarding disk parallelism, adjusting this will allocate the specified number channels for backup and recovery to the FRA area.  If in doubt about your hardware setup, leave it at 1.  We did as we only have a single 50 gig mount point.  Our production environment will be far different. 
· We configure “device type SBT” to at least “parallelism 2” to speed cleanup of the FRA to tape.  This allocates the specified number of channels for both backup and recovery.  Two channels is our current facility standard based on hardware and scheduled tape-save volumes.
· We set the tape-file format to '%d_%T_s%s_p%p’.  This applies to the backup set pieces going to tape from both the FRA and local archive log destination #1.
· We set “controlfile autobackup” to “off” during our tests. Oracle 10.2.0.3 has an RMAN bug that generates “ORA-27206: requested file not found in media management catalog” when trying to save autobackup controlfiles from the FRA to tape. The error occurs sporadically, causing the saves to fail until corrected via physical deletion of the controlfile and spfiles from the FRA. We filed a service request with Oracle without resolution.  We adjust or save to manually take the controlfile and spfile saves directly to tape to conclude our save command stack.
· Use query “select * from v$rman_configuration” from the SQL prompt in our target database to check your non-default “CONFIGURE” settings.  Don’t forget that you can use the “CLEAR” parameter with the original “CONFIGURE” command to reset them to their “default” settings. 
A Word on OMF
To re-emphasize, the “HUGE” advantage of FRA saves is that the area is “self cleaning”, provided you properly size the destination and allow Oracle to write OMF files to this area.  Oracle will automatically use OMF in the FRA unless you specify a “FORMAT” in any save action.  Oracle can’t automatically manage files that are not OMF, and is unable to resolve FRA space pressure without a properly identified OMF file.  Oracle treats non-OMF files in the FRA as if they were permanent!  That puts the onus of disk save management back on the DBA!
RULE:  Don’t use “FORMAT” in any FRA disk save action!
Also, the OMF data file format is “o1_mf_%t_%u_.dbf”, where “%t” provides just 8 bytes for your table space name.  Standard nomenclatures with leading, generalized names will likely be truncated, making them hard to visually track.
Saving the Database in the FRA

Configure the “Hot” Backup
Our test FRA and RMAN configurations are in place. We adjust our Veritas “hot” backup save to use the FRA via the command stack described below, which implements Oracle’s incrementally updated backups.  Again, we test these commands individually prior to save incorporation, and simulate a daily save cycle for our test model:
1. Our first save command in the new save command stack is:

"RECOVER COPY OF DATABASE WITH TAG 'LVL01';"

We are instructing RMAN to roll forward the level 0 (image copy) save on disk by applying the incremental level 1 taken the cycle (day) before.  We must “TAG” the level 1 for future command reference, and choose “LVL01” (it doesn’t matter, just stick with the same tag). The TAG identifies which image copy the incremental level 1 recovers. Changing the TAG starts another save thread, meaning another image copy with incremental saves—twice the FRA storage!!! The incremental level 1 save is generated by the command in step 2 below. 
The first cycle (day) conducts no recovery because there is no level 1, or image copy for that matter. The second cycle (day) conducts no recovery as it took this long to get an image copy and level 1.  The roll forward actually happens on the third cycle (day 3), when the first level 1 is used to recover the image copy.  If we size the FRA properly, there should always be the image copy in the FRA, the latest incremental level 1, and archive logs to place these objects to any point in time up to current (provided the archive destinations have not yet been cleared.).
2. Our second command in the new save command stack creates the level 1: 

“BACKUP DEVICE TYPE DISK INCREMENTAL LEVEL 1 FOR RECOVER OF COPY WITH TAG ‘LVL01’ DATABASE;”

As before, if no image copy exists (day one), this command creates one.  On cycle (day) two, this command creates the first incremental level 1. On cycle (day) three, the image copy recovery occurs.  Note use of the TAG “LVL01” to tie the work together. Again, this tag can be anything, but should be representative of the action, which is a series of incremental level 1 saves.  Our recommendation is to use this tag and not change it for the life of the database saves.

3. Our third command in our command stack saves the “transient” FRA files to tape:

"BACKUP RECOVERY AREA;"

This is the space-pressure relief valve.  FRA files that have been tape saved in prior runs and have not been changed will be “skipped”, and that fact is so noted in the save log. This also includes “READ ONLY” table spaces. Also, as previously noted, RMAN tracks the fact that the tape save occurred and marks the FRA space as “reclaimable” in conjunction with the retention policy and disk quota.  RMAN will remove non-obsolete files that have been tape saved if pressed for FRA space—considered redundant; will reclaim from tape if needed!!  Identical files saved to tape are skipped, even with OPTIMIZATION OFF. 
4. Our fourth command clears the archive log destinations, both inside and outside the FRA:
"ALLOCATE CHANNEL ch00 TYPE 'SBT_TAPE';"

"ALLOCATE CHANNEL ch01 TYPE 'SBT_TAPE';"

"BACKUP FILESPERSET 20 TAG '$TAG' FORMAT '%d_AL_%T_s%s_p%p' ARCHIVELOG ALL DELETE ALL INPUT;"

"RELEASE CHANNEL ch00;"

"RELEASE CHANNEL ch01;"

Note that the allocate and release channel commands, along with the familiar “FORMAT” parameter, ensure that the archive logs generated since the prior FRA tape save make it to tape and the archive log destinations are cleared.  A review of the save log shows that archive redo logs saved in the FRA tape save step are “skipped”, along with a full accounting of what logs are deleted. This step is vitally important in that it physically clears the archive logs, keeping space in both destinations free for reuse, preventing a database hang.
5. Our fifth command is, again, several commands that manually tape save the control and spfile, and are executed along with archive log clear and delete detailed above.

"BACKUP FORMAT '%d_CF_%T_s%s_p%p' CURRENT CONTROLFILE;"

"BACKUP FORMAT '%d_SP_%T_s%s_p%p' SPFILE;"
This step ensures a tape save of the current control and spfile to conclude our save command stack. We do this to ensure preservation of the most current save information. While both the concluding controlfile and spfile saves go directly to tape vice the FRA, their small size makes retrieval from tape for recovery insignificant- you can’t have too many backups of your control file and spfile!
Maintaining the FRA
Monitoring the FRA
Querying the FRA
Before we exercise our test environment, we need a quick tour of the command-line help Oracle provides the DBA to monitor FRA usage.  

Oracle provides two new 10g views we query to check on current FRA space utilization. Our first query reports, by subdirectory, the current file count, the percentage of FRA space used by category, and the percentage of space Oracle could reclaim by deleting obsolete and redundant files.  Our second query provides summary data, and taken together, the DBA can quickly gauge the complete status, by file-save object category.  We see below our test database FRA sized and ready for use. 
1. SQL> select * from v$flash_recovery_area_usage;
FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- -------

CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              0


0


0

BACKUPPIECE             0


0


0

IMAGECOPY               0


0


0

FLASHBACKLOG            0


0


0

2. SQL> select * from v$recovery_file_dest;
NAME           SPACE_LIMIT SPACE_USED SPACE_RECLAIMABLE NUMBER_OF_FILES

----------------- ---------- ----------------- -----------   ----------

/DB/oradata02/fra 1.6106E+10          0           0               0

If you prefer something slightly more to the point: (query from everything2.com)
SQL> SELECT NAME,  

TO_CHAR(SPACE_LIMIT, '999,999,999,999') AS SPACE_LIMIT,

 
TO_CHAR(SPACE_LIMIT - SPACE_USED + SPACE_RECLAIMABLE,

 
'999,999,999,999') AS SPACE_AVAILABLE,

 
ROUND((SPACE_USED - SPACE_RECLAIMABLE)/SPACE_LIMIT * 100, 1)

 
AS PERCENT_FULL

FROM V$RECOVERY_FILE_DEST

NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------
/DB/oradata02/fra 16,106,127,360   16,106,127,360            0
Additional Sources of FRA Information
Out of the box, Oracle hardwires FRA space usage alerts at 85% and 97%, and will report encroachments in the alert log, “dba_outstanding_alerts”, “dba_alert_history”, and OEM console.  Alert log entries have an associated trace file, and list courses of action for the DBA.  Here is a “look ahead” at an alert log entry generated at the 85% threshold.
Errors in file /opt/oracle/admin/TESTPT01/udump/testpt01_ora_14828.trc:

ORA-19815: WARNING: db_recovery_file_dest_size of 7516192768 bytes is 85.02% used, and has 1125608960 remaining bytes available.

Fri Feb 1 22:07:01 2008

***********************************************************************

You have following choices to free up space from flash recovery area:

1. Consider changing RMAN RETENTION POLICY. If you are using Data Guard, then consider changing RMAN ARCHIVELOG DELETION POLICY.

2. Back up files to tertiary device such as tape using RMAN

   BACKUP RECOVERY AREA command.

3. Add disk space and increase db_recovery_file_dest_size parameter to

   reflect the new space.

4. Delete unnecessary files using RMAN DELETE command. If an operating

system command was used to delete files, then use RMAN CROSSCHECK and DELETE EXPIRED commands.

***********************************************************************
Oracle Running the Show

FRA Directory Structure
At the first use of the FRA, Oracle creates a subdirectory with our database name immediately under “db_recovery_file_dest”, followed by OMF-formatted files within a date-driven subdirectory structure based on our save or archived redo activity.  Interestingly, for Data Guard, Oracle uses “db_unique_name” instead of “db_name”.  Creating full directory structures, per database, promotes sharing our FRA destination between multiple databases in an enterprise architecture, which is especially useful for database duplication.  We will touch briefly on this later.  
For our test database we pre-created directory “/DB/oradata02/STAS/fra/” and specified that as our FRA destination in our init.ora.and spfiles.  We further directed archiving destination 2 into the FRA via “use_db_recovery_file_dest”, also in our init.ora file. Based on these designations, and our save which instructs RMAN to create a database image copy and incremental level 1 backup files, Oracle dynamically creates and manages subdirectories “datafile”, “archivelog”, and “backupset”, and for all but the “datafile” subdirectories, dynamically creates and manages subdirectories for each day related activity occurs.  For example, creation of an incremental level 1 save, along with controlfile and spfile saves on 14 Feburary 2008 results in the following directory structure:

/DB/oradata01/STAS/fra/TESTPT01/backupset/2008_14_08
Similarly, Oracle creates a like directory structure for our archive logs when generated:


/DB/oradata01/STAS/fra/TESTPT01/archivelog/2008_14_08
The data file subdirectory contains our single copy of our database saved as “image” files, which are routinely “recovered” using the incremental saves.  Because these files are always advanced using the incremental save, there is no need to further subdivide this directory.  Our image files are created in:
/DB/oradata01/STAS/fra/TESTPT01/datafile/
Had we configured CONTROLFILE AUTOBACKUP ON, Oracle would have created and used a date-driven subdirectory structure for our controlfile and spfile backups:
/DB/oradata01/STAS/fra/TESTPT01/autobackup//2008_14_08
For future reference, should we decide to use flashback database, Oracle would dynamically create a simple subdirectory for our flashback logs:

/DB/oradata01/STAS/fra/TESTPT01/flashback/
Managing the FRA Space—Running the Command Stack
Once in production, we should not need to intercede if we properly sized the FRA to fit the retention policy, and we allow RMAN to write OMF files. We will monitor for increases in image copy size, incremental backup set growth, and archive log generation. 
With the potential for unforeseen, “monster” bulk loads, we will need to manage the archive log destinations closely.  Excessive archive redo log generation can hang our database, and that includes our using the FRA. Oracle will manage the space pressure inside the FRA, but we are left to manage the archive destination outside the FRA. Step #4 in our command stack handles all our archive log destinations. 
Our testing proceeds with a volume of 200-500K record deletes followed by our save command stack, repeated in cycles to simulate days.  I execute each command manually from RMAN (sometimes repeatedly) to gauge its impact on the FRA, and gave particular focus to Oracle’s clearing space.  All RMAN output below is snipped for brevity, and our monitoring queries show us the way…. Let’s start!
1. With no image copy to recover, our RECOVER COPY command has no work: 

RMAN> RECOVER COPY OF DATABASE WITH TAG 'LVL01'
Starting recover at 20080215 18:34:13

using channel ORA_DISK_1

using channel ORA_SBT_TAPE_1

using channel ORA_SBT_TAPE_2

no copy of datafile 1 found to recover

no copy of datafile 2 found to recover

no copy of datafile 3 found to recover

no copy of datafile 4 found to recover

no copy of datafile 5 found to recover

no copy of datafile 6 found to recover

no copy of datafile 7 found to recover

Finished recover at 20080215 18:34:13

RMAN>

2. With no image copy or incremental level 1 to apply, our BACKUP COPY command reads every data file in our test database (order largest to smallest) to create the associated, byte-for-byte, OMF-formatted image copy in our “datafile” subdirectory. RMAN also generates a single backup set piece containing our control and spfile in FRA subirectory  “…/backupset/2008_02_15/”: 
RMAN> BACKUP DEVICE TYPE DISK INCREMENTAL LEVEL 1 FOR RECOVER OF COPY WITH TAG 'LVL01' DATABASE;

Starting backup at 20080215 18:37:04

using channel ORA_DISK_1

no parent backup or copy of datafile 5 found

no parent backup or copy of datafile 2 found

no parent backup or copy of datafile 6 found

no parent backup or copy of datafile 1 found

no parent backup or copy of datafile 3 found

no parent backup or copy of datafile 7 found

no parent backup or copy of datafile 4 found

channel ORA_DISK_1: starting datafile copy
input datafile fno=00005 name=/DB/oradata02/STAS/TESTPT01/data/NSRL_FILE_DATA01.dbf

filename=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcpyl07_.dbf tag=LVL01 recid=356 stamp=646771113  *** IMAGE COPY!
channel ORA_DISK_1: datafile copy complete, elapsed time: 00:01:35

.

. <snipped>  *** THE REST OF OUR DATAFILES COPIED HERE!
.

channel ORA_DISK_1: starting incremental level 1 datafile backupset

including current control file in backupset *** CONTROLFILE!
ncluding current SPFILE in backupset    *** SPFILE!
channel ORA_DISK_1: starting piece 1 at 20080215 18:42:15

channel ORA_DISK_1: finished piece 1 at 20080215 18:42:18

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T183704_3vcq87b3_.bkp tag=TAG20080215T183704 
channel ORA_DISK_1: backup set complete, elapsed time: 00:00:06

Finished backup at 20080215 18:42:18

RMAN>
Our FRA monitoring queries show we have used 39% of our 15G to store our image copy and a backup set containing our control and spfile.  Notice we have no reclaimable space because we are below our retention copy count, and have made no tape copies.
NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 16,106,127,360   9,829,498,880           39
FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              0


0


0

BACKUPPIECE             .06


0


1

IMAGECOPY               38.91


0


7

FLASHBACKLOG            0


0


0

3. Next, we delete 500K rows to generate archived redo, and to push our SCN along so we can create our first level 1 incremental.  Execution of command RECOVER COPY again yields nothing because we have no incremental level 1 to perform image recovery. By re-executing our BACKUP INCREMENTAL command, Oracle used block change tracking to quickly read our database files and build our incremental level 1 in the FRA, along with another control and spfile backup set. Of special note, RMAN “skipped” data file #4 because it is read only!  
RMAN> BACKUP DEVICE TYPE DISK INCREMENTAL LEVEL 1 FOR COPY WITH TAG 'LVL01' DATABASE;
Starting backup at 20080215 20:26:21

allocated channel: ORA_DISK_1

channel ORA_DISK_1: starting incremental level 1 datafile backupset

channel ORA_DISK_1: specifying datafile(s) in backupset

 name=/DB/oradata02/STAS/TESTPT01/data/NSRL_FILE_DATA01.dbf

input datafile fno=00002 name=/DB/oradata02/STAS/TESTPT01/data/undotbs01.dbf

.

. <snipped>  *** OUR TEST DATABASE FILES READ HERE!
.

input datafile fno=00004 name=/DB/oradata02/STAS/TESTPT01/data/users01.dbf *** READ ONLY!
channel ORA_DISK_1: starting piece 1 at 20080215 20:26:25

channel ORA_DISK_1: finished piece 1 at 20080215 20:27:40 

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp tag=TAG20080215T202622 

channel ORA_DISK_1: starting incremental level 1 datafile backupset

including current control file in backupset  *** CONTROLFILE!
including current SPFILE in backupset  *** SPFILE!
channel ORA_DISK_1: starting piece 1 at 20080215 20:27:42

channel ORA_DISK_1: finished piece 1 at 20080215 20:27:45

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T202622_3vcxfybv_.bkp tag=TAG20080215T202622 

channel ORA_DISK_1: backup set complete, elapsed time: 00:00:05

Finished backup at 20080215 20:27:45

RMAN>

Our queries now show 43.1% of our 15G used. We have no reclaimable space because we are still below our retention count, and have no tape copies.  We now have 6 archive logs in our FRA and our first incremental level 1 at 370 Meg:
/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/

370425856 Feb 15 20:27 o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp

NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 16,106,127,360   9,164,452,352         43.1

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              1.77


0


6
BACKUPPIECE             2.41


0


3
IMAGECOPY               38.91


0


7

FLASHBACKLOG            0


0


0

4. Now that we have an incremental level 1, let’s try our RECOVER COPY command again.  We see RMAN using our level 1 (listed above) to recover all but our read-only data file #4, and we did, again, get a control and spfile backup:
RMAN> RECOVER COPY OF DATABASE WITH TAG 'LVL01';

Starting recover at 20080215 21:36:28

using channel ORA_DISK_1
channel ORA_DISK_1: starting incremental datafile backupset restore
channel ORA_DISK_1: specifying datafile copies to recover
 name=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_system_3vcq5ndj_.dbf

recovering datafile copy fno=00002 name=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_undotbs1_3vcq1kr9_.dbf

recovering datafile copy fno=00003 name=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_sysaux_3vcq6sr5_.dbf

recovering datafile copy fno=00005 name=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcpyl07_.dbf

dataafile copy fno=00006 name=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcq3wtx_.dbf

recovering datafile copy fno=00007 name=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_audit_lo_3vcq7tr2_.dbf

channel ORA_DISK_1: reading from backup piece /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp  *** OUR LATEST LEVEL 1 USED!
handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp tag=TAG20080215T202622

channel ORA_DISK_1: restore complete, elapsed time: 00:06:36

Finished recover at 20080215 21:43:13

RMAN>

5. Let’s again delete 500K rows, the get a second incremental level 1.  We 
RMAN> BACKUP DEVICE TYPE DISK INCREMENTAL LEVEL 1 FOR RECOVER OF COPY WITH TAG 'LVL01' DATABASE;

Starting backup at 20080215 21:49:42

using channel ORA_DISK_1

channel ORA_DISK_1: starting incremental level 1 datafile backupset

channel ORA_DISK_1: specifying datafile(s) in backupset

input datafile fno=00005 name=/DB/oradata02/STAS/TESTPT01/data/NSRL_FILE_DATA01.dbf

.

. <snipped>  *** OUR TEST DATABASE FILES READ HERE!
.

input datafile fno=00004 name=/DB/oradata02/STAS/TESTPT01/data/users01.dbf

skipping datafile 00004 because it has not changed

channel ORA_DISK_1: starting piece 1 at 20080215 21:49:43

channel ORA_DISK_1: finished piece 1 at 20080215 21:50:18

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T214942_3vd280yr_.bkp tag=TAG20080215T214942 

channel ORA_DISK_1: backup set complete, elapsed time: 00:00:35

channel ORA_DISK_1: starting incremental level 1 datafile backupset

including current control file in backupset  *** CONTROLFILE!
including current SPFILE in backupset  *** SPFILE!
channel ORA_DISK_1: starting piece 1 at 20080215 21:50:20

channel ORA_DISK_1: finished piece 1 at 20080215 21:50:23

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T214942_3vd28wdq_.bkp tag=TAG20080215T214942 

Finished backup at 20080215 21:50:23

RMAN>
We are now at 47.4% of our 15G used with just .06% reclaimable space. We are still below our retention count, and have no tape copies.  We now have 13 archive logs plus 2 incremental and 3 control/spfile saves in our FRA:
/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/


9043968 Feb 15 21:50 o1_mf_ncsn1_TAG20080215T214942_3vd28wdq_.bkp

369631232 Feb 15 21:50 o1_mf_nnnd1_TAG20080215T214942_3vd280yr_.bkp

9043968 Feb 15 20:27 o1_mf_ncsn1_TAG20080215T202622_3vcxfybv_.bkp

370425856 Feb 15 20:27 o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp

9043968 Feb 15 18:42 o1_mf_ncsn1_TAG20080215T183704_3vcq87b3_.bkp

NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 16,106,127,360   8,464,607,744         47.4

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              3.82


0


13
BACKUPPIECE             4.76


.06


5
IMAGECOPY               38.91


0


7

FLASHBACKLOG            0


0


0

We have 3 identically sized control/spifle saves, and now have reclaimable space in the backup set subdirectory because RMAN now considers our oldest (of 3) control/spfiles to be reclaimable, but not reclaimed!!  Equally revealing is that our 2 incremental level 1 saves are unique and are not copies of each other: 

 RMAN> report obsolete;

RMAN retention policy will be applied to the command

RMAN retention policy is set to redundancy 2

Report of obsolete backups and copies

Type                 Key    Completion Time    Filename/Handle

-------------------- ------ ------------------ ------------------
Backup Set           595329 20080215 18:42:15

Backup Piece       595330 20080215 18:42:15 /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T183704_3vcq87b3_.bkp *** OLDEST CONTROL/SPFILE SAVE!
6. We delete 500K more rows and generate another incremental level 1.  By now you get the gist, so the output is heavily snipped….  Again we generated an incremental level 1 and control/spfile backup set: 
RMAN> BACKUP DEVICE TYPE DISK INCREMENTAL LEVEL 1 FOR RECOVER OF COPY WITH TAG 'LVL01' DATABASE;
Starting backup at 20080215 23:05:30

using channel ORA_DISK_1

channel ORA_DISK_1: starting incremental level 1 datafile 

.

. <snipped>  *** OUR TEST DATABASE FILES READ HERE!
.
channel ORA_DISK_1: finished piece 1 at 20080215 23:08:08

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T230533_3vd6sffh_.bkp tag=TAG20080215T230533 

channel ORA_DISK_1: starting incremental level 1 datafile 

including current control file in backupset

including current SPFILE in backupset

handle=/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T230533_3vd6tvmy_.bkp tag=TAG20080215T230533 

Finished backup at 20080215 23:08:14

RMAN>

We are now at 53.3% of our 15G used with just .11% reclaimable space. We are still below our retention count, and have no tape copies.  We now have 20 archive logs plus 3 incremental and 4 control/spfile saves in our FRA:
/DB/oradata02/fra/TESTPT01/backupset/2008_02_15/

9043968 Feb 15 23:08 o1_mf_ncsn1_TAG20080215T230533_3vd6tvmy_.bkp

612384768 Feb 15 23:08 o1_mf_nnnd1_TAG20080215T230533_3vd6sffh_.bkp

9043968 Feb 15 21:50 o1_mf_ncsn1_TAG20080215T214942_3vd28wdq_.bkp

369631232 Feb 15 21:50 o1_mf_nnnd1_TAG20080215T214942_3vd280yr_.bkp

9043968 Feb 15 20:27 o1_mf_ncsn1_TAG20080215T202622_3vcxfybv_.bkp

370425856 Feb 15 20:27 o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp
9043968 Feb 15 18:42 o1_mf_ncsn1_TAG20080215T183704_3vcq87b3_.bkp

NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 16,106,127,360   7,518,201,344         53.3
FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              5.9


0


20
BACKUPPIECE             8.62


.11


7
IMAGECOPY               38.91


0


7

FLASHBACKLOG            0


0


0

We have 4 identically sized control/spifle saves, and RMAN now considers our 2 oldest (of 4) control/spfiles to be reclaimable, but not reclaimed!!  Also, our 3 incremental level 1 saves are unique, are not copies of each other, and are not candidates for RMAN to reclaim should we fill the FRA:
RMAN> report obsolete;

RMAN retention policy will be applied to the command

RMAN retention policy is set to redundancy 2

Report of obsolete backups and copies

Type                 Key    Completion Time    Filename/Handle

-------------------- ------ ------------------ --------------------

Backup Set           595329 20080215 18:42:15

  Backup Piece       595330 20080215 18:42:15  /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T183704_3vcq87b3_.bkp  *** OLDEST CONTROLFILE SAVE!
Backup Set           595409 20080215 20:27:42

  Backup Piece       595413 20080215 20:27:42  /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T202622_3vcxfybv_.bkp  *** 2ND OLDEST CONTROLFILE SAVE!
7. For completeness, let’s perform a RECOVER COPY.  Again heavily snipped, we do this to prove RMAN will use the most recent incremental level 1 to bring the image copy current.
RMAN> RECOVER COPY OF DATABASE WITH TAG 'LVL01';
Starting recover at 20080215 23:33:58

using channel ORA_DISK_1

channel ORA_DISK_1: starting incremental datafile backupset restore

channel ORA_DISK_1: specifying datafile copies to recover

.

. <snipped>   *** OUR FRA IMAGE COPY HERE!
.

channel ORA_DISK_1: reading from backup piece /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T230533_3vd6sffh_.bkp *** USED THE MOST RECENT INCREMENTAL!
8. Finally, we execute BACKUP RECOVERY AREA and our ARCHIVELOG ALL DELETE ALL INPUT (command not shown) to create copies or our entire FRA contents, and to clear our archive log destinations.  Predictability, this generates extensive RMAN reporting we heavily snip for brevity.  We see our tape channels make backup sets of our FRA image copy, archive log, and incremental level 1 files, then physically delete all our archive logs:
RMAN> BACKUP RECOVERY AREA;

Starting backup at 20080218 13:55:48


allocated channel: ch01

channel ch01: sid=137 devtype=SBT_TAPE

channel ch01: VERITAS NetBackup for Oracle - Release 5.1 (2004120623)

channel ch01: starting full datafile backupset

channel ch01: including datafile copy of datafile 00005 in backupset

filename=/DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcpyl07_.dbf
.

.

channel ch01: starting piece 1 at 20080218 13:56:47

channel ch02: starting archive log backupset

channel ch02: specifying archive log(s) in backup set

input archive log thread=1 sequence=954 recid=1847 stamp=646960653

input archive log thread=1 sequence=955 recid=1849 stamp=646992037

input archive log thread=1 sequence=956 recid=1851 stamp=647013339

channel ch02: starting piece 1 at 20080218 13:56:48

channel ch02: finished piece 1 at 20080218 13:59:03

piece handle=TESTPT01_20080218_s929_p1 tag=TAG20080218T135646 comment=API Version 2.0,MMS Version 5.0.0.0
.

input backupset count=918 stamp=646787133 creation_time=20080215 23:05:33

channel ch02: starting piece 1 at 20080218 14:03:01

channel ch02: backup piece /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T230533_3vd6sffh_.bkp
piece handle=TESTPT01_20080218_s915_p1 comment=API Version 2.0,MMS Version 5.0.0.0

.

.

channel ch01: deleting archive log(s)

filename=/DB/oradata02/fra/TESTPT01/archivelog/2008_02_18/o1_mf_1_955_3vlgrys2_.arc recid=1849 stamp=646992037

Finished backup at 20080218 14:08:26

.

released channel: ch01

released channel: ch02

RMAN>
Our FRA queries below tell all.  Despite having 9 control/spfile and incremental level 1 backup sets, and our 7 image copy files, our FRA is now completely reusable. Our tape save not only helped satisfy our retention policy when we combine our FRA and new tape copy counts, but made the FRA contents “redundant” and potentially reclaimable because we have exact copies on tape. RMAN will reuse the FRA space if necessary, violate our retention policy temporarily, and go to tape if needed to perform recovery. 
NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 16,106,127,360   16,106,127,360        0
FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              0


0


0
BACKUPPIECE             9.99


9.99


9
IMAGECOPY               38.91


38.91


7

We check RMAN to verify that we have at least two different backups we can use for recovery (FRA and tape). 
RMAN> report need backup redundancy =2;

Report of files with less than 2 redundant backups

File #bkps Name

---- ----- -----------------------------------------------------

RMAN> 
Dynamic Space Management
We initially sized our test FRA well above our 9.6 Gigabyte estimate to explorer using our save command stack, and to see how Oracle created subdirectories and OMF files.  We also monitored how Oracle reconciled our retention policy both before and after our tape copy saves. We have yet to press Oracle to monitor and relieve FRA space pressure, and do that now.  A bulk load plus tape save have pushed our FRA to here:
NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 16,106,127,360   13,841,044,480

14.1

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              14.06


0


48
BACKUPPIECE             9.99


9.99


9
IMAGECOPY               38.91


38.91


7

FLASHBACKLOG            0


0


0

Because of our tape save, we have met our retention policy and can reclaim all but our archived redo log space if needed.  The strength of a generous FRA is disk save caching. Oracle won’t reclaim obsolesced FRA saves until it needs the space to meet new saves and our retention policy.  At 15Gigabytes, our FRA is half-again our estimated need and a quick RMAN check (snipped for brevity) shows many obsolete files, including our image copy files located in backup set “TESTPT01_20080218_s914_p1”. Here we see copies of our system table space on disk and tape (see copy#1…copy#2)….
RMAN> report obsolete;

RMAN retention policy will be applied to the command

RMAN retention policy is set to redundancy 2

Report of obsolete backups and copies

Type                 Key    Completion Time    Filename/Handle

-------------------- ------ ------------------ --------------------

Backup Set           595408 20080215 20:27:37

  Backup Piece       595412 20080215 20:27:37  /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp
Backup Set           595408 20080218 14:02:50

  Backup Piece       597593 20080218 14:02:50  TESTPT01_20080218_s914_p1
.

. 
RMAN> list backup of datafile 1;

List of Backup Sets

===================

BS Key  Type LV Size

------- ---- -- ----------

595408  Incr 1  353.26M

  List of Datafiles in backup set 595408

  File LV Type Ckp SCN    Ckp Time          Name

  ---- -- ---- ---------- ----------------- ----

  1    1  Incr 13341354   20080215 20:26:28 /DB/oradata02/STAS/TESTPT01/data/system01.dbf
  Backup Set Copy #1 of backup set 595408

  Device Type Elapsed Time Completion Time   Compressed Tag

  ----------- ------------ ----------------- ---------- ---

  DISK        00:01:12     20080215 20:27:37 NO TAG20080215T202622

    List of Backup Pieces for backup set 595408 Copy #1

    BP Key  Pc# Status      Piece Name

    ------- --- ----------- ----------

    595412  1   AVAILABLE   /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp

  Backup Set Copy #2 of backup set 595408

  Device Type Elapsed Time Completion Time   Compressed Tag

  ----------- ------------ ----------------- ---------- ---

  SBT_TAPE    00:01:12     20080218 14:02:50 NO TAG20080215T202622

    List of Backup Pieces for backup set 595408 Copy #2
    BP Key  Pc# Status      Media                   Piece Name

    ------- --- ----------- ----------------------- ----------

    597593  1   AVAILABLE   B02691      TESTPT01_20080218_s914_p1
Let’s force Oracle to efficiently manage our FRA by dynamically reducing it from 15G to 9.6G, perform additional DML then run our command stack. Here is our FRA resize command:
SQL> alter system set db_recovery_file_dest_size=9155m scope=both;
Immediately upon our resize, Oracle physically removed our 4 oldest backup sets from the FRA, including “copy#1” of our system table space.  Here is the alert log entry:

ALTER SYSTEM SET db_recovery_file_dest_size='9155M' SCOPE=BOTH;

Tue Feb 19 15:29:48 2008

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T183704_3vcq87b3_.bkp

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T202622_3vcxf0q4_.bkp *** COPY#1 OF OUR SYSTEM TABLE SPACE!!
Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T202622_3vcxfybv_.bkp

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T214942_3vd280yr_.bkp

Prior to our DML and save work, here is our reset FRA space usage totals:
NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 9,599,713,280    7,334,630,400         23.6

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              23.06


0


48
BACKUPPIECE             8.87


8.87


5
IMAGECOPY               65.29


65.29


7

FLASHBACKLOG            0


0


0

Our DML, image file recovery then generation of a new incremental level 1 pushed our 9.6G FRA quickly over the top, forcing Oracle to remove obsolesced files. Analysis shows our DML generated 3 more archived redo logs for a total of 51, while our image copy recovery and incremental backup created new, unique, un-saved FRA files, none of which are reclaimable until we perform a tape save and redo log clear, which we have not yet done.  

Here are our new FRA space usage numbers and alert log entries showing Oracle’s work to clear space:

Errors in file /opt/oracle/admin/TESTPT01/udump/testpt01_ora_6537.trc:

ORA-19815: WARNING: db_recovery_file_dest_size of 9599713280 bytes is 90.37% used, and has 924894720 remaining bytes available.

Tue Feb 19 18:05:50 2008

***********************************************************************

You have following choices to free up space from flash recovery area:

1. Consider changing RMAN RETENTION POLICY. If you are using Data Guard, then consider changing RMAN ARCHIVELOG DELETION POLICY.

2. Back up files to tertiary device such as tape using RMAN

   BACKUP RECOVERY AREA command.

3. Add disk space and increase db_recovery_file_dest_size parameter to

   reflect the new space.

4. Delete unnecessary files using RMAN DELETE command. If an operating

system command was used to delete files, then use RMAN CROSSCHECK and DELETE EXPIRED commands.

***********************************************************************

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T214942_3vd28wdq_.bkp

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_nnnd1_TAG20080215T230533_3vd6sffh_.bkp

Tue Feb 19 18:06:45 2008

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_15/o1_mf_ncsn1_TAG20080215T230533_3vd6tvmy_.bkp

Deleted Oracle managed file /DB/oradata02/fra/TESTPT01/backupset/2008_02_18/o1_mf_nnnd1_TAG20080218T135549_3vm3m9h6_.bkp

Tue Feb 19 18:06:46 2008

NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 9,599,713,280      915,949,056         90.5

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              25.09


0


51
BACKUPPIECE             .19


.09


2
IMAGECOPY               65.4


.12


7

FLASHBACKLOG            0


0


0

Our alert log and queries show that Oracle dynamically reclaimed nearly all the obsolesced and redundant FRA files to complete all but our tape save, and confirm that our original test database “rough” sizing estimates were workable. However, unless we now copy our FRA files to tape, we won’t satisfy our retention policy and will hang our database with any reasonable amount of additional save or archived redo work. One more tip:  Oracle will remove image files to relieve space pressure! No worries…RMAN will replace them on the next incremental save—space provided....
DBA Running the Show

Running Out of FRA Space
If the FRA completely fills, Oracle issues ORA-19804, 19809, and 19815 stating the “db_recovery_file_dest” is out of space.  This hangs the database with DBA action required, as we see below from our alert log:
Errors in file /opt/oracle/admin/TESTPT01/bdump/testpt01_arc0_24021.trc:

ORA-19815: WARNING: db_recovery_file_dest_size of 2147483648 bytes is 100.00% used, and has 0 remaining bytes available.

Tue Jan 29 21:43:50 2008

***********************************************************************

You have following choices to free up space from flash recovery area:

1. Consider changing RMAN RETENTION POLICY. If you are using Data Guard, then consider changing RMAN ARCHIVELOG DELETION POLICY.

2. Back up files to tertiary device such as tape using RMAN

   BACKUP RECOVERY AREA command.

3. Add disk space and increase db_recovery_file_dest_size parameter to

   reflect the new space.

4. Delete unnecessary files using RMAN DELETE command. If an operating

system command was used to delete files, then use RMAN CROSSCHECK and DELETE EXPIRED commands.

***********************************************************************

ORA-19809: limit exceeded for recovery files

ORA-19804: cannot reclaim 47102976 bytes disk space from 2147483648 limit

ARC0: Error 19809 Creating archive log file to '/DB/oradata02/fra/TESTPT01/archivelog/2008_01_29/o1_mf_1_678_1_.arc'

Tue Jan 29 21:43:51 2008

ARCH: Archival stopped, error occurred. Will continue retrying…
Breaking the Logjam

Alternative #1 – Expand the FRA
The fastest and easiest of the courses suggested by our alert log is to dynamically expand the FRA. Using the same command we downsized our FRA with earlier, we “logically” push it back out.  
  
SQL> alter system set db_recovery_file_dest_size=15G;
db_recovery_file_dest_size of 15360 MB is 59.37% used. This is a

user-specified limit on the amount of space that will be used by this

database for recovery-related files, and does not reflect the amount of

space available in the underlying filesystem or ASM diskgroup.

Tue Feb 19 21:22:11 2008

ALTER SYSTEM SET db_recovery_file_dest_size='15G' SCOPE=BOTH;

tue Feb 19 21:22:58 2008

Archiver process freed from errors. No longer stopped…
We see from our alert log that relief was immediate and archiving resumed. This step presupposes there is enough physical space to grow the FRA, and Oracle will let you resize up to a preposterous number because it is a logical quota—Don’t do it!
SQL> alter system set db_recovery_file_dest_size=15000000000000G;

System altered.
Alternatives #2 and #3 – Obsolesce or Manually Remove Files
Alternatives to expanding the FRA space quota are reducing the RMAN save retention policy and manually deleting FRA-saved files-- the result is the same. Reducing our retention policy makes obsolete once-needed files, allowing Oracle to automatically remove them—we just saw that.  Oracle allows us to manually remove non-obsolete, non-redundant FRA files and thereby violate our retention policy—without error.  If you must, remove them via RMAN by locating oldest incremental saves through “list backup”.  Deleting via RMAN maintains recovery catalog integrity.  Here is the delete:    
RMAN> delete backupset 600551;
Alternative #4 – Perform Tape Save
Once the immediate problem is resolved, issue BACKUP RECOVERY AREA to clear the FRA then return your FRA space quota and retention policy to appropriate settings. 
Alternative #5 – Move the FRA Destination; Increase FRA Size
Not mentioned in the alert log is changing the FRA destination. This immediately, physically moves FRA save activity to the new destination. Contents of the old FRA remain, are accessible for recovery, and transient files obsolesce as before.  With our archive process currently hung, we change the FRA destination as follows:
Wed Feb 20 18:30:16 2008

ORA-19809: limit exceeded for recovery files

ORA-19804: cannot reclaim 47102976 bytes disk space from 16106127360 
ARC1: Error 19809 Creating archive log file to '/DB/oradata02/fra/TESTPT01/archivelog/2008_02_20/o1_mf_1_1038_1_.arc'

ARCH: Archival stopped, error occurred. Will continue retrying

ORACLE Instance TESTPT01 - Archival Error

ALTER SYSTEM SET db_recovery_file_dest='/DB/oradata02/FRA' SCOPE=BOTH;
Despite changed destinations, our FRA is still full!! You need to expand the FRA to “grow” the new location:

ALTER SYSTEM SET db_recovery_file_dest_size='20G' SCOPE=BOTH;

Wed Feb 20 18:43:20 2008

Archiver process freed from errors. No longer stopped
Using the FORMAT Clause
Writing manually-formatted files to the FRA destination makes them “permanent”, excluding them from space accountability and dynamic removal. Formatted files are a part of retention policy and save media, but must be DBA-managed.  For example, 
RMAN> backup as backupset database

format='/DB/oradata02/FRA/TESTPT01/backupset/2008_02_20/bkup_%U.bak' tag='Test Backup of BS to FRA';
This command backs up our entire database into today’s backup set subdirectory. Here are our space usage numbers before the save:
NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 21,474,836,480   21,474,836,480            0

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              0


0


0
BACKUPPIECE             1.32


1.32


3
IMAGECOPY               34.6


34.6


7

FLASHBACKLOG            0


0


0

channel ORA_DISK_1: starting piece 1 at 20080220 20:15:10

channel ORA_DISK_1: finished piece 1 at 20080220 20:20:25

handle=/DB/oradata02/FRA/TESTPT01/backupset/2008_02_20/bkup_u6j977ue_1_1.bak tag=TEST BACKUP OF BS TO FRA comment=NONE
Here are our space usage numbers after the save—identical!
NAME              SPACE_LIMIT      SPACE_AVAILABLE      PERCENT_FULL

---------------- ----------------  ---------------      ------------

/DB/oradata02/fra 21,474,836,480   21,474,836,480            0

FILE_TYPE PERCENT_SPACE_USED PERCENT_SPACE_RECLAIMABLE NUMBER_OF_FILES

------------ ---------------- ------------------------- --------------
CONTROLFILE             0


0


0

ONLINELOG               0


0


0

ARCHIVELOG              0


0


0
BACKUPPIECE             1.32


1.32


3
IMAGECOPY               34.6


34.6


7

FLASHBACKLOG            0


0


0

We see our formatted, non-OMF 5.7G database backup set stored in our FRA:

/DB/oradata02/FRA/TESTPT01/backupset/2008_02_20/

5703491584 Feb 20 20:20 backup_u6j977ue_1_1.bak

The DBA is responsible for removing this backup set—Oracle will not automatically obsolesce and delete it, and it will consume space without report in our FRA queries. Formatting save files reverts to an older practice that should be avoided. 
Extras—Best of the Rest
Database Duplication
This is a paper all its own, but the highlights are that our disk-based, byte-for-byte image copy is ready-made for constructing an auxiliary database. Oracle’s stringent requirement that the FRA on the auxiliary database “exactly” matches the target database FRA is easily met and already accomplished if we construct an “enterprise-wide” SAN space for all database FRAs.  We no longer have to push files around or pull them back from tape, but can simply use our latest “disk cached” database saves.
“Switch” to Use the FRA
Where SLA’s mandate “immediate” recoveries, we can quickly direct our instance to use our FRA image file copies in place of damaged production data files. Simulating loss of our 20 million row table, we physically delete the supporting table space data file #5. Traditionally, we would offline the table space, then restore and recover from our backup.  Instead, we will “switch” to our staged disk copy:
1. SQL> alter database datafile '/DB/oradata02/STAS/TESTPT01/data/NSRL_FILE_DATA01.dbf' offline;

Database altered.

2. RMAN> switch datafile 5 to copy;

datafile 5 switched to datafile copy "/DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcpyl07_.dbf"

starting full resync of recovery catalog

full resync complete

3. RMAN> recover datafile 5;

Starting recover at 20080221 15:12:48

ORA_DISK_1: specifying datafile(s) to restore from backup set

destination for restore of datafile 00005: /DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcpyl07_.dbf
starting media recovery
archive log filename=/DB/oradata02/FRA/TESTPT01/archivelog/2008_02_21/o1_mf_1_1042_3vv5dm26_.arc recid=2031 stamp=647277331 
archive log filename=/DB/oradata02/FRA/TESTPT01/archivelog/2008_02_20/o1_mf_1_1043_3vs9gxm4_.arc thread=1 sequence=1043

media recovery complete, elapsed time: 00:00:09

Finished recover at 20080221 15:15:55
4. SQL> alter database datafile '/DB/oradata02/fra/TESTPT01/datafile/o1_mf_nsrl_fil_3vcpyl07_.dbf' online;

Database altered.
Within minutes we have our data back, as evidenced by our table query:

SQL> select count(*) from nsrl_file;

  
COUNT(*)

----------

  
11309994
Once our production architecture is repaired, we use “backup as copy…” and “switch datafile…” commands to restore and resume operations in our original directories.  The best part is we use our “up-to-date” FRA image copy to re-create our production file.
Conclusion
We demonstrated the few simple steps necessary to establish both disk and tape saves using RMAN with the Flash Recovery Area.  Our tests showed that the technology works as advertised, other than a minor auto control file save bug in 10.2.0.3.  Using a simple RMAN command stack, we leveraged Oracle Managed Files with Block Change Tracking to create an efficient combination of disk and tape saves that relieves the DBA of heavy lifting due to the “self cleaning” nature of the Flash Recovery Area.  With a just a few sizing and monitoring queries, the DBA can properly create and watch the FRA and let Oracle do the rest.  

Perhaps the biggest advantage in this technique is Oracle’s “incremental update”, whereby we exchange tape backup sets for quickly recoverable disk image copies.  Our recovery tests proved Oracle’s claim that you can use the FRA image copy directly (in place) as a functioning database, replacing damaged production files.  The FRA image copy is far superior in database duplication to tape-based backup set alternatives.  

With available disk space and stringent requirements for production and development database services, incorporating RMAN use of the FRA is a valuable productivity tool in the DBA’s 10g arsenal.
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