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Basic Business Need

One of the biggest challenges facing Oracle E-Business Suite (EBS) customers when implementing the single global instance concept is how to take outages for maintenances while still providing the 24 x 7 system availability required by users. The maintenance needs for Oracle EBS comes from various forms; application or database patch to fix an issue, HR/Payroll patches to keep the compliance and any hardware of software patches to keep the system secure. These maintenance outages could usually take 3-12 hours and may require performing those as frequently as every month. Worthington Industries (WOR) like many other manufacturing companies runs 24x7 operations and requires its Shop Floor operations system running on the E-Business suite to be available during these maintenance times. 

This paper covers achieving High-availability for planned outages on Oracle E-Business Suite, it does not cover un-planned outages.  Un-planned outages are handled through load balancers, RAC and other technologies and processes. Also this does not cover solutions for disaster recovery system, those needs are typically handled using Oracle Data Guard and/or similar technologies.

Note: This paper (and presentation) is focused on Streams implementation on an Oracle E-Business Suite Manufacturing environment. However, the concepts mentioned here can be used in other modules or ERP applications. Intermediate knowledge of Streams and E-Business Suite is helpful in understanding some of the proprietary concepts.

Solution Selection

Several solutions exist to satisfy this business need:

1. Manage patching/outages – Combine all maintenance activities and perform them at scheduled intervals throughout the year when those business units that require High availability can sustain downtime, or do not perform any upgrades or patches.

· This solution was acceptable for our (WOR) other business units that required the maintenance. 

2. Application Level integration – Separate the application that requires high availability out of the E-Business Suite and make application-level integration (using an Enterprise Service Bus or similar approach) to keep the system in sync.

- This solution requires significant custom coding to a standard product.

3. Hot patching – Concept introduced in Oracle E-Business Suite 11.5.10. This solution applies application patches without taking system services down and is done while users are in the system. 

- This solution is not widely used due to its high risk because there is no transactional assurance and user stability during maintenance time.

4. Oracle Streams – Split the E-Business Suite application into two systems and keeps necessary data in sync between the two systems.  This document covers the details about this solution.

Solution Architecture – Oracle Streams Approach

The basic principle for the Oracle Streams solution is split the E-Business Suite application into two systems based on the application availability requirements, and keep the necessary data in sync between the two systems using Oracle Streams.  Of key importance in architecting this solution is to identify the business processes that absolutely requires 24/7 operations and separate that processes from the primary E-Business Suite. 

In this case study, Manufacturing Shop Floor modules were identified as requiring High (24/7) availability.  We began the process by cloning the primary E-Business Suite environment (APPS) into a secondary environment – Continued Shop Floor Operations (CSFO) - and using Oracle Streams technology to keep the appropriate bi-directional data synchronization.  

There are at least two possible architectures in the Oracle Streams solution based on the type of application that needs High availability. This high-level data replication concept is the same for both approaches.  The only difference is the actual end user usage of systems. 

Note: Throughout this paper the acronym APPS is used in reference to the primary E-Business Suite database and CSFO (Continued Shop Floor Operations) is used for the secondary database, which requires High availability.

Architecture A – CSFO as an always active system

In this architecture, the CSFO system is used as a primary production system for users who require High availability. These users will log onto the CSFO system and complete transactions on it all of the time. The responsibilities and functions available in the CSFO system are not available in the APPS system. Oracle Streams replication is set to replicate data these users need from the APPS system and replicate back any data entered into the CSFO system back into APPS.  Acting as the master of all records at a given time, APPS is the system of record. The following diagram illustrates how users connect to systems during regular operations and during outage time. 
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Architecture B – CSFO as a Business Continuity System During Outages 

In this architecture, all users access the APPS system during regular operations. The CSFO system is kept in sync using Streams replication. During an outage on the APPS system, users who require High (24/7) availability are requested to log off, and then log into the CSFO system. After the outage window closes, these users are requested to log off the CSFO system and log back into the APPS system. 

The CSFO system is in locked down mode (using EBS FND maintenance mode features) during regular (no outage) hours and will be opened up for users when there is an outage in the APPS system.  The following two diagrams illustrate how users connect to each system during regular operations and during outages.
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Analysis of the Architecture Models

Architecture A:  CSFO as an always active system


Pros

· Users do not need to switch between systems.

· Shop Floor users do not need to be aware of an outage.


Cons

· Users in the CSFO system may depend on certain data from the APPS system. Any delays in Streams replication would cause CSFO users to wait. This could have significant impact the business. 

· Certain non-Shop Floor users would have to log into two different systems to perform their day-to-day activities.

Architecture A may be a better option for some High availability with applications such as iStore, Self -Service support and other self-service applications.  This option is recommended in situations when you have a large customer base and do not have a clear mechanism for scheduling outage events.

Architecture B:  CSFO as a business continuity system during outages

Pros

· Delays in data synchronization are not a significant concern as long as the data are in sync at the start of an outage.

· No need to log on to two different systems to perform day-to-day non-Shop Floor functions.

· Only a limited number of users will use the CSFO system because downtime is during weekends when only some plants are operational.

· May need fewer testing instances because most of the testing is done in the APPS database.

· Easier to troubleshoot issues during regular operations because there is only one system.

Cons

· Users must log off and log on at the start and end of the downtime period.

· Need for close coordination of downtime communications and actual downtime activities.

· Need to implement stringent processes on maintenance management and communication with the end users.

Architecture B was chosen for the Shop Floor High availability implementation after considering both options. Specific application access controls were built to guarantee that users would be connected to one system at a given time.  

Change to E-Business Architecture

There are no major changes to the existing EBS architecture. Each system - APPS and CSFO - operates as an independent system with its own middle tier, concurrent tier and database components. Connections between the two systems are through database e-links required by Oracle Streams.

Access to CSFO and APPS systems is controlled through responsibilities. Based on business requirements, only a limited number of Shop Floor related responsibilities and application administration responsibilities are available in the CSFO system. For ease of maintenance, use EBS Data group to categorize the responsibilities. Enabling or disabling of these responsibilities is based on the data group.

The data groups are described in the Data Groups table below.

Table 1: Data Groups 

	Data Group Name
	Description

	CSFO
	This new data group will be assigned to responsibilities that are only available in CSFO system. 

	APPS-CSFO
	This new data group will be assigned to responsibilities that are available in both CSFO and APPS systems - mainly the application administrative responsibilities.

	Standard 
	This is the existing default data group for all remaining responsibilities.


After data group assignments, run a PL/SQL program to end-date the responsibilities. Use the following logic:

CSFO System: end-date all responsibilities except for data groups CSFO and APPS-CSFO.

APPS System: end-date all the responsibilities with CSFO data group assignment (Architecture A only)

Concurrent programs must be enabled or disabled based on their associations with the responsibilities. 

Planned Outage management

Even with Streams High availability architecture, there are some cases where you need to take the outage on both systems. The following table summarizes the types of maintenance possible in an EBS environment. (What does EBS mean?)

	 
	Outage Type(APPS)
	Downtime requirement for CSFO

	1
	CPU, PMP upgrades
	No

	2
	HW Infrastructure  (Filers, Firewall, CPU Replacements)
	No

	3
	OS Release Upgrades
	No

	4
	 HR/Payroll Quarterly Patches
	No

	5
	Major database upgrades 
	Optional*

	6
	Major Application Upgrades
	Optional*

	7
	Oracle Patches w/o Table Structure Changes*
	Optional*

	8
	Minor application patches (w/o table structure changes)
	No


.

*    Patch analysis must be performed on all the mentioned outages to identify if there are table structure changes to the tables replicated using Streams. It may be necessary to take the outage on the CSFO system as well depend on the change. 

Streams Implementation Overview

Oracle Streams is the core technology employed to replicate data between the APPS and CSFO databases.  There are three major components to the Streams process: Capture, Propagation, and Apply.  

The Capture process is rules based and can be run on the source database or performed downstream to offload some of the processing overhead.  The Propagation process takes the captured data, places this data into a source queue, and then propagates these changes to the destination queue.  The Apply process takes queued data and applies this data to the destination database based upon the rules associated with this process.

The Streams Capture process captures data from Oracle’s online redo logs and transports this data to any databases subscribing to the data stream.  Data to be captured and replicated is based on rules developed as the tables and data to replicate are identified.  Oracle’s Logminer technology is used by Streams to accomplish the reading of source data from the online redo logs.  Logminer, sub-sequentially Streams, has certain limitations in capturing data and data types that are noted below.

Data Flow

This implementation uses bi-directional Streams replication using a combination of Schema level and table level replication to meet the requirements.  For this Shop Floor implementation, all manufacturing related schemas are replicated from APPS to CSFO. Those schemas are kept read-only by locking down access through responsibilities and concurrent programs in the CSFO system. In addition to the manufacturing schema, some FND tables are also replicated to keep certain configurations such as user/passwords, and lookups in sync between two systems.

From the CSFO side, only the custom schema, BOLINF, is replicated to APPS. The BOLINF schema is set up to replicate both ways because it houses data for other custom apps than the Shop Floor. 

Diagram 2: APPS & CSFO Database Schema 
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The APPS system is used to enter orders, receive material, and enter quality data and other required data for Shop Floor operations. This data is replicated in the CSFO system using the Streams software (denoted as “Manufacturing Data” in Diagram 2). Data that is not related to Shop Floor operations will not be replicated (denoted as “Non-Manufacturing” in Diagram 2).

In a regular operations mode, Shop Floor data will be entered in the APPS system. During an outage, however, users will connect to the CSFO system to enter Shop Floor data. This data will be replicated back to APPS system because it was entered in the APPS system.  In certain outages, where a target database may be unavailable to apply the changes, the source changes will be queued and applied when the system is available using Streams propagation and flow control process.

Streams Object Association

This section covers how the Capture, Apply and Propagation processes are implemented using rules and rules sets.

APPS System High-Level Object Associations

Apply Process

The following diagram shows the APPS high-level object associations for the Apply process.
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Capture Process

The following diagram shows the APPS high-level object associations for the Capture process.
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Propagation Process

The following diagram shows the ERP high-level object associations for the Propagation process.
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CSFO High-Level Object Associations

Apply Process

The following diagram shows the CSFO high-level Streams object associations for the Apply process.
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Capture Process

The following diagram shows the CSFO high-level Streams object associations for the Capture process.
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Propagation Process 

The following diagram shows the CSFO high-level Streams object associations for the Propagation process.
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Changes to Sequences 

Because Oracle Streams Software does not synchronize sequences, there is a possibility the same sequence-generated number will be used in both APPS and CSFO databases. To avoid duplicate data conflicts due to unique numbers generated from sequences, every sequence owned by the BOLINF schema will be changed in following manner:

APPS System: Change current sequence number to the next highest Even number and set the increment by parameter to two.

CSFO System: Change current sequence number to the next highest Odd number and set the increment by parameter to two.

Unsupported data types

Streams does not support replication for temporary tables, AQ queue tables, Materialized View logs, external tables or object tables.  Table replication is also not supported for any table containing: user-defined data types (object types, REF, varrays, nested tables, and Oracle-supplied types), encrypted columns, ROWID, BFILE or hidden columns.

There are hundreds of tables with unsupported data types in EBS. This is probably the leading concern in implementing Streams in an EBS environment. However, after careful analysis, only few tables were necessary for Shop Floor implementation. 

Shown below is the current list of tables needed for CSFO, along with the reason and column name and type.  These tables are unsupported by Streams.

Schema.Table_name


Reason

    Offending column name and datatype

AR.HZ_LOCATIONS     


user-defined type       GEOMETRY    MDSYS.SDO_GEOMETRY

BOM.BOM_DEPARTMENTS            

hidden column 

INV.MTL_MATERIAL_TRANSACTIONS      
hidden column

INV.MTL_ONHAND_DISCREPANCIES       
unsupported column   MOQ_ROWID ROWID

WSH.WSH_LOCATIONS                  

user-defined type       GEOMETRY     MDSYS.SDO_GEOMETRY

Oracle Streams product management recommends using a shadow table concept as a workaround to this problem. Metalink Note: 238455.1
Day-to-Day Operations With Streams

Archive Log File Retention 

Local Streams Capture process runs at the source database and captures changes from the local source database redo log.  In the event the Capture process falls behind when capturing changes from the redo log, it reads the archive log files to capture the changes. The following are some of the scenarios for which the Streams Capture process could fall behind: 

· Target database Apply process or database is down – Source capture process stops reading the logs and waits for target to be available.

· Capture process is executing a long running transaction – During this time the redo log could change to an archive log. 

· Source Capture process is shut down for maintenance or the process went down due to some other failure.

If the Streams Capture process does not have the Archive log when it needs it, the process waits and the archive file need to be restored for the process to continue.

Therefore, it is critical to retain the Archive log files on disk until the Streams Capture process no longer requires them.  The Streams data dictionary view provides an easy way to find what archive log files the Streams Capture process requires at a given time.  The following query shows required Archive log files for a Streams process:


SELECT 
r.CONSUMER_NAME,
       

r.SOURCE_DATABASE,
       

r.SEQUENCE#, 
      

r.NAME 
  
 FROM    DBA_REGISTERED_ARCHIVED_LOG r, DBA_CAPTURE c
        WHERE 
r.CONSUMER_NAME =  c.CAPTURE_NAME AND
               r.NEXT_SCN               >= c.REQUIRED_CHECKPOINT_SCN;
Oracle RMAN process provides a standard mechanism for retaining the needed archive logs for Streams Capture processes. 
Streams Monitoring

Oracle Streams (10gR2) does not provide any out-of-box monitoring capabilities. The following five custom monitoring and alert mechanisms have been implemented for the project. These monitoring mechanisms need to be turned on for both APPS and CSFO databases.  All of these monitoring mechanisms are triggered from a different system and are scheduled to run every ten minutes. All of these monitors have the capability to ‘MUTE’ alerts (if an alert already sent) or not monitor if a ‘BLACKOUT’ has been set.

1. Capture process

Checks the appropriate record in gv$streams_capture view, if does not exist alert is triggered.

2. Apply Process

Checks the appropriate record in gv$streams_apply_reader view, if does not exist alert is triggered.

3. Propagation

Checks the status column on dba_propagation, if the value is not ‘ENABLED’, alert is triggered

4. Apply Errors

Check error count column on dba_apply_errors view, if the value is not zero an alert is triggered.

5. Heartbeat

This is a custom developed method to make sure that Streams is working correctly and data is replicated on time. A custom table, bolinf.xwii_streams_heartbeat, is updated every minute by a scheduled job. Streams processes synchronize this table. The monitoring compares the time stamp on this table (from both databases) and sends an alert message if the time is less than ten minutes apart from the current time.

Deployment Strategy 

Deployment Strategy

The project can be deployed into production in two phases. In the installing phase, Streams components were configured and all the process were started.  This phase was a month in duration during which we monitored the Streams performance from APPS to CSFO data flow. 

A month later, the second phase, which was the first production pilot, was conducted with actual users in the CSFO system. During the first month of this phase, there were numerous performance issues discovered and resolved. This phase provided a reliable understanding of the monitoring and settings thresholds.

Performance Monitoring and Tuning

Implementation of the heartbeat table and synchronization was helpful in identifying performance problems. When there is a certain lag (set 10 minutes) time, the alerts are triggered.  When there is an alert, it is important to identify what Streams component is causing the performance problem. 

            For capture 

      SELECT capture_name, state, ((sysdate - capture_message_create_time)*86400) capture_latency,
                    (enqueue_time-enqueue_message_create_time)*86400 enqueue_latency,
                    ((sysdate - capture_time)*86400) last_status,
                    capture_message_create_time, total_messages_captured, total_messages_enqueued
              FROM gv$streams_capture;

Examine capture latency and enqueue  latency

For Apply

       SELECT apply_name, (select count(*) from dba_apply_error) apply_error,
                     (hwm_time-hwm_message_create_time)*86400 "Latency",
                      hwm_message_create_time "HWM Event Creation", hwm_time "Apply Time", hwm_message_number
               FROM   gv$streams_apply_coordinator; 

Examine the latency

Performance problems discovered

· We discovered significant Streams replication performance problems right after the implementation of the first phase.  The Apply process was not able to keep up with the data load coming in. Our analysis discovered that most of the performance problems were due to data replication on tables without unique key columns. These tables were mostly staging tables or interface tables. After removing these tables from the replication, performance significantly improved. The following query is helpful in identifying the SQL running by the Apply process when there is a backlog.

SELECT
   apply.server_id,
   apply.state,
   t.total_message_count,
   apply.MESSAGE_SEQUENCE applied_so_far,
   apply.COMMITSCN,
   u.sid,
   s.sql_text

FROM
   gv$sql s,
   gv$session u,
   gV$STREAMS_APPLY_server apply
   ,gv$streams_transaction t
 --  ,   gv$streams_transaction strmtxn
WHERE
   s.hash_value = u.sql_hash_value

   and u.sid=apply.sid
   and u.SERIAL#=apply.serial#

   and apply.commitscn  = t.last_message_number(+)
· The Capture process seems to slow down during the weekly run of the  ‘Gather Schema Statistics’ program. 

· There are no propagation delays noticed because both databases are in the same data center.

· There is no significant impact to the existing application performance after enabling Streams components. We noticed a 5-10% increase in the CPU utilization on the node that captures processes and the Apply process is running.

Best Practices

· Get an early start on educating appropriate stakeholders (development, testing and operations teams) about the project. 

· Start with a proof of concept.

· Develop scripts for all the installations/configuration steps.

· Allocate dedicated development and testing environments for the project.

· Create flexible Streams rules – One rule per schema, per table.

· Use Capture process negative rules as necessary to stop unwanted tables from replicating.

· Avoid tables without primary keys/unique indexes. These are mostly interface/staging tables. You may able to skip these tables through a negative rule.

Have a performance monitoring period of at least a month built into your project plan 

Appendix A – Environment Configuration

APPS

· Oracle Database 10.2.0.2

· Two node RAC

· 600 MB of Streams Pool

· 15 GB SGA

· 24 GB redo per day

· size 200+GB 

· Oracle E-Business Suite 11.5.10 CU2

· 2 concurrent servers

· 10 apache/forms servers

· Operating System Linux OEL 4.0

CSFO

· Oracle Database 10.2.0.2

· Two node RAC

· 600 MB of Streams Pool

· 15 GB SGA

· 10 GB redo per day

· size 200+GB 

· Oracle E-Business Suite 11.5.10 CU2

· 2 concurrent servers

· 3 apache/forms servers

· Operating System Linux OEL 4.0
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