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Overview
Oracle Fusion Middleware and its centerpiece, the Oracle Application Server (OAS), lie at the heart of many corporate SOA, Portal and Identity Management initiatives.  These mission-critical applications may require 24x7x365 high-availability while allowing for unplanned or planned downtime for individual system components.  Oracle provides several methods for achieving OAS high-availability and it is important to understand and choose the optimal architecture to fit the business needs.  For example, while configuring OAS in an Active-Passive mode provides fail-over, it does not include load-balancing.  Full redundancy, high-availability and load-balancing can only be achieved with an Active-Active configuration.  To leverage OAS as the core technology for any mission-critical initiative, each high-availability option must be carefully considered.  This paper will address the OAS alternative configurations and the associated benefits and risks of each.
Why High-availability?
Fundamentally, an organization implements a highly-available architecture to avoid unplanned downtime.  Unplanned downtime is a failure to meet a service level agreement typically caused by an unforeseen system failure.  Many organizations consider the obvious hardware failures like loss of a hard-drive or system memory corruption as unplanned downtime.  An important example of unplanned downtime that is addressed by some high-availability configurations is loss of service caused by excessive load or usage.  Planned downtime for system maintenance is another important consideration when choosing an appropriate high-availability option.  Patching is the most often cited example of necessary and planned system maintenance.
Approximate Downtime Per Year

	95% 18.25 Days

	99% 3.65 Days

	99.9% 9 Hours

	99.99% 1 Hour

	99.999% 5 Minutes


Sample Downtime Failure Types
	Unplanned System failure

	Unplanned Performance and Load failure

	Disasters

	Planned System maintenance

	Planned Data maintenance


High-Availability Options

Active-Active vs Active Passive
Oracle Application Server supports multiple topologies each employing different technologies in an attempt to provide a fully-redundant system which is the fundamental tenet of a highly-available environment.  Redundant systems are divided into two distinct categories Active-Active (or Active Failover Cluster) and Active-Passive (or Cold Failover Cluster) see Fig 1.  The fundamental difference between these to categories is Active-Active systems load-balance client requests across all of the nodes of a cluster where as Active-Passive system route all requests to one node of the cluster until a failure occurs. 
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 Fig 1.
Active - Passive (Cold Failover Cluster)
An active-passive system (generally referred to as cold failover clusters) contains an active node that handles client requests and a passive, standby instance.  Typically, an interconnect between these nodes provides a heartbeat for each member.  If the software (clusterware) on the secondary node senses primary node unavailability, it automatically mounts the shared home disk and starts the required server processes.  For planned down time, a manual failover procedure can also be used.

Because the secondary node remains idle until a primary node failure, the system load must be entirely supported by one cluster member.  Cold clustering does not provide load-balancing across cluster members.
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Fig 2.

Active - Active (Active Failover Cluster)

An active-active system (generally referred to as an active cluster) contains two or more active nodes that handle requests concurrently.  Typically, this topology is enabled using a load-balancing router to route client requests to one cluster member using a common routing scheme such as Round-Robin:

	Request Number
	Active node

	Client Request 1
	Node 1

	Client Request 2
	Node 2

	Client Request 3
	Node 1

	Client Request 4
	Node 2

	Client Request 5
	Node 1


Because all member of the cluster are actively handling the load, scalability is improved. Additionally, the total supported nodes are effectively unbounded which enables these topologies to scale far beyond a cold failover cluster. 
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Fig 3.

Middle Tiers vs Infrastructure Tiers

The simple active failover cluster and cold failover clusters examples shown above do not represent a real-world topology of the Oracle Applications Server.  Unlike similar products found in today’s marketplace, Oracle’s application server includes additional add-on components that provide excellent features and value.  However, these add-on components tend to add additional complication to the topology and high-availability configuration.

Oracle’s current (i.e. 10g Release 2) application server can be divided into to tiers, the “Middle Tier” (sometimes called the “Web Tier” – see Fig. 5) and the “Infrastructure Tier” (sometimes called the “OID Tier” – see Fig. 6). Each of these tiers contains a stand-alone application server in the traditional sense (see Fig. 4) along with additional components and software depending upon installation options and configuration.
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Fig 5.
When considering a high-availability option, an organization must evaluate the configuration for each tier individually.  Because the infrastructure tier includes a RDBMS component, special consideration must be given to the topology.  In order to implement an active failover cluster infrastructure tier, the RDBMS component is installed using the Metadata Repository Creation Assistant into a pre-existing database separate from the infrastructure application server nodes. 
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Fig 6.
Oracle Application Server Release 3 vs Release 2
Oracle’s two 10g application server releases (10g Release 2 and 3) vary greatly with respect to high-availability options and configuration.  Release 2 (version 10.1.2.0.2) is a “Full Stack” implementation of the Oracle Application Server and includes both middle and infrastructure tiers.  Additionally, Release 2 includes the full suite of optional add-on components including Web Cache, Portal, Forms, Reports, Discoverer, Single Sign On and Oracle Internet Directory.
Release 3 (version 10.1.3.1) is essentially a middle tier only product with J2EE compliance and is designed primarily to support SOA Suite and future releases of Oracle Business Intelligence Enterprise Edition (OBIEE).  Although Release 3 does not include widely-implemented components like Web Cache and Oracle SSO (Identity Management), it is certified to interoperate with the related Release 2 components.  In many real-world, high-availability topologies, Release 3 middle tiers are mixed with Release 2 components to create a complete Oracle Application Server environment. 
Example implemenataions

Basic AFC

A Basic Active Failover Cluster (AFC – see Fig. 7) uses a load balancer to route requests to one of two or more active nodes. These nodes contain the process associated with a given application server release middle tier. A basic AFC does not include an infrastructure tier.
In Release 2 of the Oracle Application Server, a Basic AFC can be combined with Oracle Forms and Reports services, Oracle Discoverer (Plus and Viewer) and/or custom J2EE applications.

In Release 3 of the Oracle Application Server, a Basic AFC can be combined with Oracle BPEL engine, Web Services Manager, Enterprise Services Bus and/or custom J2EE applications.
Because the Basic AFC does not include an Infrastructure tier, it cannot be used to implement Oracle Portal, SSO and/or Oracle Internet Directory.
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Fig. 7

Mixed AFC and CFC

A Mixed Active Failover Cluster (AFC) and Cold Failover Cluster (CFC – see Fig. 8) use a load balancer to route requests to one of two or more active nodes in the middle tier. These nodes contain the process associated with given application server release middle tier. For the infrastructure tier, a hardware cluster provides failover among a primary and secondary infrastructure node. 
In Release 2 of the Oracle Application Server, a Mixed AFC and CFC can be used with Oracle Portal, Oracle Forms and Reports services, Oracle Discoverer (Plus and Viewer) and/or custom J2EE applications.  These applications may leverage Oracle Single Sign On and Oracle Internet Directory for authentication.
In Release 3 of the Oracle Application Server, a Mixed AFC and CFC can be used with Oracle BPEL engine, Web Services Manager, Enterprise Services Bus and/or custom J2EE applications.  These applications may leverage Oracle Single Sign On and Oracle Internet Directory for authentication.  When implementing this topology with Release 3, the infrastructure tier will be Release 2.

Because a Mixed AFC and CFC use a hardware cluster for the infrastructure tier, a single server must manage the entire load.  Since Oracle Portal heavily leverages the infrastructure tier database, mixed AFC and CFC is best suited for implementations that produce light Portal, SSO and/or OID activity.

[image: image8.emf]Hardware Cluster (Virtual IP Address)

Clusterware

Shared Home Area

Interconnect

Clusterware

Primary Node Secondary Node

Active Node

HTTP Server

Web Cache

J2EE OC4J Server

Portal Reports

Discoverer

Active Node

HTTP Server

Web Cache

J2EE OC4J Server

Portal Reports

Discoverer

HTTP Server

SSO OID

J2EE OC4J Server

HTTP Server

SSO OID

J2EE OC4J

 Server

Load Balancing Router


Fig. 8

Distributed AFC
Distributed AFC (see Fig. 9) builds upon Basic AFC concepts by splitting out the Web Cache and HTTP servers as separate nodes.  This topology allows an organization to focus hardware resources on scaling certain types of content.  If an application or website is primarily constructed of static content, scaling the Web Cache and/or HTTP servers may be more effective then scaling a lightly used J2EE server.  
In Release 3 a Distributed AFC can be used with Oracle BPEL engine, Web Services Manager, Enterprise Services Bus and/or custom J2EE applications.  It can also be used to serve a highly-available and scalable static HTML site with some dynamic content.  When implementing this topology in Release 3, it is important to note that the Web Cache will be Release 2.
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Fig. 9

Basic Multi Node
The Basic Multi Node topology (see Fig. 10) provides a fully-redundant and scalable implementation at all tiers. The middle tiers utilize a load balancer to route requests to one of two or more active nodes in the middle tier.  These nodes contain the process associated with a given application server release middle tier.  The infrastructure tiers utilize a load balancer to route a request to one of two or more active nodes in the infrastructure tier.  These nodes contain the infrastructure application processes but not the database processes. 

This topology is the first to introduce Real Application Cluster (RAC) as the fully-redundant and scalable infrastructure database tier.  This topology is implemented by first implementing a RAC database and later installing the OAS metadata repository using the Metadata Repository Creation Assistant.  The infrastructure tier references this existing database as its repository.

Because the topology is fully-scalable at the database tier, it is an ideal environment for a heavily-utilized Oracle Portal. 
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Fig. 10

Distributed Multi Node

Distributed Multi-Node topology builds upon Basic Multi-Node concepts by splitting out the Web Cache and HTTP servers as separate nodes.  As stated before, this topology allows an organization to focus hardware resources on scaling certain types of content.  If an application or website is primarily constructed of static content, scaling the Web Cache and/or HTTP servers may be more effective then scaling a lightly used J2EE server.
In Release 2, a Distributed Multi-Node topology can be used with Oracle Forms and Reports services, Oracle Discoverer (Plus and Viewer) and/or custom J2EE applications.  These applications may leverage Oracle Single Sign On and Oracle Internet Directory for authentication.  If Oracle Portal is used the HTTP Server must remain on the J2EE node since mod_pl/sql and the Parallel Page Engine do not currently allow separation at these tiers.

In Release 3, a Distributed Multi-Node topology can be used with Oracle BPEL engine, Web Services Manager, Enterprise Services Bus and/or custom J2EE applications. It can also be used to serve a highly-available and scalable static HTML site with some dynamic content.  When implementing this topology in Release 3, it is important to note that the Web Cache will be Release 2.

Although the Distributed Multi-Node topology is the most flexible and may offer the best performance it is also the least cost effective alternative requiring at least seven to nine servers.
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Fig. 11

Additional Impact on High-Availability
Application Sever Guard
All of the previously discussed topology options support local “failover” scenarios but do not provide for geographic fail-over, more commonly referred to as disaster recovery (DR) plan.  A disaster recovery plan covers business critical data, hardware and software in the event of a natural or human-caused disaster.  With the release of Oracle Application Server Release 2 (10.1.2), Application Server Guard includes real-time, integrated disaster recovery features. 

Oracle Application Server 10.1.2.0.1 currently supports symmetrical topology (see Fig. 12) and starting in 10.1.2.0.2, Oracle supports asymmetric topologies as well.  The asymmetric feature allows for more cost effective DR implementations.
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Fig. 12

Portal
Oracle Portal impacts the implementation of application server high-availability.  Portal requires an infrastructure tier.  Portal embeds URLs throughout its local tables and configuration files. Multiple assistants and in some cases manual changes are required to reconfigure the URLs to bind to appropriate virtual names for the cluster.  When choosing an Oracle Portal supported topology, it is important to note that the HTTP Server must remain on the J2EE node since mod_pl/sql and the Parallel Page engine do not currently allow separation at these tiers.
OC4J Clustering

Configuring OC4J clustering across application server instances allows the OC4J processes to share session state information. If an application server instance is unavailable, the HTTP Server forwards requests to a live OC4J process. This allows application state to be maintained and reduces the impact of the failure on the client.  By configuring OC4J process in this cluster fashion, applications are protected against failures OC4J process level and/or the application server level.
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Fig. 13
Load-Balancers and SSL
SSL at the software level is complex to implement in a highly-available environment and profoundly impacts performance. Organization considering the implementation of SSL at any tier of the application server should strongly consider off-loading this task with an SSL accelerator (a common option of a load-balancer).  A hardware implementation of SSL maintains non-SSL (HTTP) behind the load-balancer which reduces the load on the application server nodes. 
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