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INTRODUCTION
One of the goals of Section 723 of the Medicare Prescription Drug, Improvement, and Modernization Act of 2003 is to make Medicare data readily available to researchers who are studying chronic illness in the Medicare population. To support this effort, the Centers for Medicare & Medicaid Services (CMS) contracted with the Iowa Foundation for Medical Care (IFMC) to establish the Chronic Condition Data Warehouse (CCW).  The CCW contains existing CMS data (from multiple data sources) linked by a unique beneficiary identifier, allowing researchers to analyze information across the continuum of care.
The CCW Data Warehouse
The CCW data warehouse has been built using a Star Schema approach.  The CCW data warehouse resides on two sun E2900 servers supporting both loading and extraction of the data across the Oracle RAC environment utilizing an EMC DMX1000 SAN.  The largest fact table contains more than 6 billion rows of data.  The smallest fact table contains more than 600 million rows of data.  There are over 71 million beneficiaries in the CCW data warehouse.  Monthly there are over 110 millions claims loaded to the CCW data warehouse; and in the near future that number will jump to over 320 millions claims.  The CCW data warehouse processes over 1 billion rows of data per month.  With the anticipation of the increase in volume of data the CCW data warehouse has been allocated 12 terabytes of space.  We currently utilize about 6 terabytes of space.
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DATA MODELING

There are a number of different modeling techniques for data warehousing.  The two most common approaches are third normal form and dimensional data modeling.  For the CCW data warehouse, we choose the dimensional approach.  One of the many factors was the database environment that was being used and the ability to define questions to be posed to the CCW data warehouse.  The dimensional data model provided the best flexibility when loading data, extracting data and asking questions against the CCW data warehouse.
EXTERNAL TABLES
The use of external tables in the implementation of the data CCW data warehouse has provided the ability to perform data validation on counts of records coming from the data source flat files.  Some of the benefits of using external tables are the ability to change the files associated with the definition and the ability to change the directory the table uses.  This provides for flexibility in loading data and validation of the data through processes implemented into the load process.

TABLE COMPRESSION

One of the best options in Oracle 10g is the compression of fact tables.  This feature alone can save companies millions of dollars in disk space when building multi terabyte data warehouses.  With the ability to save between forty-five to seventy-one percent of the space in a fact table, scaling the warehouse to multi terabyte range is becoming more economical.  


The compression of tables also provides for fewer I/O to the underlying disk system, which improves the performance of table/partition scans.  One might think there would be significant overhead in dealing with the algorithm to compress the data; however, experience with the CCW data warehouse has proven there is minimal impact during the loading of the data.


There are things that can be done to maximize the storage savings.  One of these is to analyze your data and identify a sort order by on the insert.  If you perform a sort order on the columns that are least unique, the insert to the compressed table will be able to maximize the space savings.  There is additional overhead to this approach in that you will require additional time to process and additional TEMP space to perform the order by processing.

Below is an example of how much space was saved in the CCW data warehouse.

	Table/Segment Name
	Record Counts of Table
	Uncompressed  Bytes Used
	Compressed Bytes Used
	New storage required as a Percent of current
	Storage Savings

	TABLE_1
	46,080,759
	15,910,764,544
	5,329,453,056
	33%
	67%

	TABLE_2
	435,562,059
	111,779,053,568
	61,346,480,128
	55%
	45%

	TABLE_3
	304,467,593
	112,076,849,152
	32,048,218,112
	29%
	71%


ETL using PL/SQL

There are many tools out on the market that can be used in the development of the ETL process.  When the CCW data warehouse was being developed, some of these were considered, however with the in-house PL/SQL expertise it was decided to write the code using PL/SQL.  The learning curve for the tools was deemed too high at the time.


During the development of the CCW data warehouse certain techniques were identified.  One of the most important is what we call the water-fall effect.  During the development of the CCW data warehouse we identified that when joining more than two tables (one large), performance was significantly impaired.  By breaking down the single process into multiple processes we were able to save over 30 hours of processing and achieve the same result.

The following single process was broken into four processes. 
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Example of a multiple step water fall effect process.
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The team created common procedures in a package that could be called and log the information into common tables for later review.  The common items were created and consistently called from a standard frame work.  This provided for reusable code and standardized logging across the development team.


One key procedure implemented into the CCW data warehouse was logging of status of procedures.  The logging routine could be called by the developers from anywhere in their code and would be consistently reported.  This provided insight into the load process that takes days to run and provided valuable information on where to focus future enhancements to the load process.  The logging was also implemented into the following common procedures; truncate tables, disable indexes, rebuild indexes, analyze tables and partition exchange.


Truncating tables in the object owner schema is controlled through a standard call to a procedure and capturing that information into the logging process.  This allows developers the ability to help improve space savings through truncation of tables that are not needed during ETL processing once certain points are completed.


Disabling and rebuilding of indexes dynamically by calling a standard procedure provides for common processes across the ETL processes.  This provides for efficient use of developers time by reducing the amount of code written.  Performing these common processes provides for consistent operations across the ETL area.


Analyzing tables was identified as a key component of the load process.  When loading multi million rows of data through the load process, if the table was not analyzed, performance was significantly degraded.  The sample size needed to be just enough to allow Oracle to understand there was a significant amount of data in the table.


Partition exchange standard processes have been implemented to reduce the need to rewrite a complex process for each data source load.  Part of this process is to follow standard validation of counts on tables during the transition from ETL to presentation.  The following is the common standard processes used during the partition exchange.

1.
Perform count of stage table 

2.
Perform count of presentation 

3.
For each partition Exchange

a.
Count Stage Partition

b.
Verify swap table is empty

c.
Perform exchange from stage partition to swap table

d.
Verify Count of stage against swap table

e.
Verify presentation partition is empty

f.
Perform exchange from Presentation partition to swap table

g.
Verify presentation partition count against swap/stage partition count 

4.
Verify total count added to presentation layer is equal to count of 

       stage table.

Create parallel processes to modify the data during the ETL process.  
The image below depicts multiple processes being run at the same time with dependencies highlighted with the arrows.
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Insert only operations will provide the best performance as compared to that of insert, delete, and update operations.  Do not delete if possible, move the data you want to keep to a second table.  Do not update on a table if possible, update as you move the data from one table to another.  For the CCW data warehouse we have less than 10 processes that perform updates/deletes out of 200+ processes.
LIMITING IMPACT TO THE END USER DURING DATA LOADING TO PRESENTATION
Parallel processing, as described previously, can be used along with parallelizing the select and insert statements when dealing with millions of rows of data.  This allows the servers to be utilized and operations are completed in a more efficient manner.  


Table partitioning can be used for multiple things, one of which is partition pruning for querying the data.  For the CCW data warehouse, a composite partition is being used.  This allows for both partition pruning on a date range defined by the end users and a subpartition based on the load process definition.  This allows partition exchanges of the subpartition to the presentation area with limited impact to the end user who is querying the data.


Partition exchange is used to move millions of rows of data and their respective indexes to the presentation area in a timely manner.  In the CCW data warehouse we are able to create 105 subpartitions, move over 150 million rows of data, and move 630 indexes to presentation area within a 2 hour weekend maintenance window.

PARALLEL PIPELINE FUNCTION

For the CCW data warehouse, we are using a parallel pipeline function to process and adjudicate the claims in the CCW data warehouse based on complex business rules. 
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