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Abstract

There is a DBA community focused on answering “what if” types of questions known as forecasting, capacity planning, and resource management.  For example, “When will my server run out of CPU power?"  Introducing DBAs to this new world has been challenging because of the perceived complexity and non-relevance.  However, I discovered with a very real yet simple demonstration the “ah ha” moments abounded!  What DBAs discovered was the math can be simple, the required data has already been collected, they can quickly do what I demonstrated, and it is shockingly practical!  My objective with this paper is to quickly allow DBAs of all levels to get a practical start with forecasting Oracle performance using freely available tools.

The “Ah Ha” Moment

For years I have been writing and teaching DBAs about forecasting Oracle performance.  What I found was if they had no prior forecasting experience, it was very difficult for them to “get it.”  So I decided to try something new.

My idea was to quickly tell about how forecasting matters to their business (that is, their boss) and how they can better manage resources by answering questions about who is consuming what resources and when.  Then I quickly showed how when forecasting we develop a mathematical model of a production Oracle server and then subject it to various “what if” scenarios to understand when the system will likely breach service levels.  But the clincher was when, standing in front of them, I quickly created a response time curve using data they probably already had collected.  And then proceeded to answer the question, “If the workload doubles, can the system handle the load?”

I was teaching a performance firefighting seminar series [RPMI] in Australia and thought it would be a good chance to try out my new forecasting introduction. I told the 120 students in Sydney that the next morning I would give them a twenty-minute introduction to forecasting Oracle performance.  That’s just what I did. During that twenty-minutes I saw and heard multiple “ah ha” moments occurring. That settled it for me. Since then, when I introduced forecasting to DBAs for the first time, I make it shockingly easy, doable, and incredibly practical.

This paper is what I teach DBAs in that special twenty minutes. It’s not very technical or even mathematical, but it is amazing, exciting, and opens up a whole new arena of managing Oracle systems.  So read-on! 

Why Your Boss Cares

Good managers care about risk. In fact, their jobs are primarily about understanding and mitigating significant risk… and you should to. Because when you know where risk resides and when it will occur, you can take proactive action to prevent it from occurring.  In other words, you can shift your time from fighting fires to preventing them.

Before you embark on your journey into forecasting, you must learn to speak the language of management.  What they want to hear is not CPU utilization will reach 90% in six months unless somebody does something.  Remember; it’s not about the numbers.  What they want to hear is focused on risk and return on investment. Here’s what you do.

First, tell them that forecasting maximizes their return on IT investment. Why? Because it maximizes IT resources, while meeting performance goals. It does this by first reducing the risk of over-spending.  If you have no idea what is going to happen, you must over-spend just to make sure you’ll be OK.  Forecasting also reduces the risk of under-spending, which seems great at the beginning, but once performance starts to degrade, your budget falls apart. So the goal is to spend just the right amount of IT.  When this occurs, you have maximized IT investment.

Second, tell them that forecasting minimizes unplanned down time.  While many CEOs dream of having their face on the Wall Street Journal, this is not the dream of a CIO.  When CEOs make the front page it’s usually because they had an outage and the company lost millions of dollars in orders and their brand name took a significant hit.  One way to stay out of the Journal is to ensure there is enough system capacity to meet performance goals.  A slow performing system can become unusual and irritate users resulting in lost income and brand goodwill.  With forecasting, you can minimize unplanned system downtime. Avoiding just one downtime occurrence is enough to pay for just about any forecasting product, let alone getting some training for yourself!

So your boss does care, but only if they can understand what you’re saying.  So help them out by speaking in their language.  They know you are used to tech-speak and will respect and appreciate your effort.

How Forecasting Works

It’s shockingly simple.  The idea is to first develop a model of your real system.  When the model behaves enough like your real system (for example, when the workload increases by 10%, so does the CPU utilization) you can then subject your model to situations you expect your real system to endure and observe the results.  Because the model represents the real system, you predict this will also occur in the real system.  As you might guess, developing a good model can be incredibly complicated.  But it also can be incredibly simple.

Assuming you have a real production system, first gather performance data, then develop a model of the system, understand its forecasting precision, and finally forecast!  I present a more robust and professional forecasting method in my book, Forecasting Oracle Performance [FOP BOOK] and also in my class by the same name [FOP CLASS].  However, as Figure 1 shows, you can get started very quickly by keeping it very simple.  In this section I will introduce the main steps.  In the case study section, I will walk you through the entire process step-by-step!

Find A Real System

While you can forecast without a real system (hardware and application software vendors do this all the time), it is much easier and usually more precise if you have a real production system.  This paper assumes you want to ask “what if” questions based upon an existing system.  Choose one of the production systems you are responsible for.  In fact, pick the one that gives you the most trouble!

Gather Performance Data

The mathematical model you are going to develop requires some data.  And since most forecasting questions are based upon peak system activity, make sure you gather your data when the system is busy.  Perhaps the busy time is during month-end close or every day between 11am and 12noon.  Don’t get hung-up on determining the busiest time.  You can develop multiple models based upon different workloads.  So just pick one.

The data your going to need is very simple.  You need to know the number of CPU cores, the average CPU utilization, and the average number of executions per second.  During your selected peak time period, gather CPU utilization and also the number of Oracle executions.  If you are running StatsPack, just pick one of your peak hours and look at the first page.  The number of executions per second is in the workload area. Use this number along with the CPU utilization that occurred during this same interval.  For example, between 11am and 12noon, the production system may have processed 450000 executions (which is 125 exe/s) and the CPU utilization was 63%.  There are many ways to get the number of CPU cores.  If you are not sure, just ask your system administrator.

Develop A Model

One of the reasons why IT invests in forecasting products is because they usually have amazing modeling capabilities that can enhance the forecasting precision.  But for our purposes, we’ll use a simple queuing theory model.  In fact, you can download the MS-Excel based model from OraPub’s web site.  Just go to http://www.orapub.com and click on the Forecasting Resources link.  Then click on the Tools link and find the M/M/m Queuing Theory Analysis Spreadsheet.  On any OraPub web page you can also do a search for “queuing theory” and you’ll see the spreadsheet listed.  Don’t be intimidated by the title, it’s just queuing theory details that you don’t need to know right now.

Take a look at Figure 2.  The queuing theory model takes as input what you have already collected; the number of CPU cores (called the number of servers) entered at cell B4, the average CPU utilization is derived and shown in cell B11, and the number of executions per second (called the arrival rate) is entered in cell B6.  It also requires the number of queues in the system.  Since all OS processes funnel into a single CPU run queue, we model CPU subsystems as a one-queue system.  This is why cell B3 is set to one.  During the case study, I’ll walk you through using the spreadsheet step-by-step.

Validate Your Model

Before you present any forecasting results to management, you had better know its precision.  Precision is the plus-and-minus, the variance, the standard deviation… that kind of stuff. It allows us to determine if our model is worth using.  Most forecasting work has a minimum precision requirement. For example, when forecasting CPU utilization, the minimum forecasting precision could be +/-5%, 90% of the time.

Some of the most common questions posted on the Forecasting Forum ( http://forums.orapub.com ) are centered on forecasting precision and model validation.  What most people find is when forecasting CPU and IO utilization you can usually get within +/-10%, 90% of the time.  There are many ways to improve forecast precision and some of the techniques are incredibly complicated.  Increasing forecast precision is so important to developing a good forecast model, I devote an entire chapter in my book and a separate section in my forecasting class towards it.  Model validation is that important.

For this introductory paper, we are not going to validate the model’s precision.  It’s simply out of scope.  But honestly, it’s not difficult to validate precision and it’s something you must learn to do.  If you are interested in learning more about validating your forecast models, get a copy of my book, go to the Methodically Forecasting Performance chapter and read the Validating the Forecast section [FOP BOOK].  I also cover this in great detail in my Forecasting Oracle Performance class [FOP CLASS].

Forecast (“what if” analysis)

Most people don’t realize this, but the hard work in forecasting is everything up until you finally start forecasting!  (This is one reason why forecasting products are so attractive.)  Once the model has been developed, validated, and passes the minimum precision requirements, you are ready to subject your model all sorts of “what if” analysis.

The types of scenarios are usually centered around changing the workload or changing the hardware configuration. For example, suppose you have captured six months of performance data and after some simple trending analysis you expect the workload to double in nine months.  Then one of your scenarios would likely be, “Will response time significantly increase in nine months?” or “Will adding additional CPUs help reduce the likelihood of unacceptable performance nine months into the future?”  It’s questions like these that help isolate and quantify risk.  And then, just as important is discovering alternative solutions to help ensure performance is maintained.  I’m sure you’ll find “What if” analysis to be one of the most enjoyable aspects of forecasting.

Case Study

For this case study, I will use the simplified forecasting methodology presented above.  That is, first gather performance data (which you have probably already been gathering), develop a queuing theory model, and finally answer forecasting questions to uncover risk and to develop a risk mitigating scenarios.  Here we go…

The Situation

Peak system activity occurs every Friday between 11am and 12noon.  This is the time users are the most concerned about performance degradation.  Based upon historical workload and simple trend analysis, you expect the workload (expressed as Oracle executions) to increase by 40% in six months.

These are the questions you are expected to answer:

· Does the anticipated workload increase present a risk to performance?

· What does the current response time curve look like, where on the curve is the system currently operating, and where would we be if the workload increased as expected?

· If performance is expected to significantly degrade, will adding three additional CPUs help reduce the expected risk?

We’ll start with gathering performance, then develop the forecast model, and finally we’ll perform the analysis to answer the questions.

Gather Performance Data

Since your system is configured to automatically gather StatsPack data, you can simply run a standard StatsPack report for the specified one-hour period.  Your operating system administrators keep hourly historical average CPU utilization data, so it’s a simple request to get the information.  You also asked the OS admins the number of server CPU cores.

Here is the data you collected.  During peak time;

· Oracle performs 450,000 executions within the one-hour peak, resulting in 12.5 exe/s (450000/60/60).

· The average CPU utilization was 63%.

· The CPU subsystem consists of 13 dual-core Intel CPUs.

Develop A Model

You went to OraPub’s web site and downloaded the free query theory spreadsheet.  Using Figure 2 as a guide, here is what you need to do:

· Set the unit of work to “trx” in cell B26.  While we could set the unit of work to “exe” for executions, I chose to set it to “trx” for transactions. This does not affect the mathematics in any way.

· Set the unit of time to “s”, for seconds, in cell B27.

· Set the graph’s lambda scaling (arrival rate axis) to 1.5 in cell B29. You can change this to get a different graph scaling.  Sometimes this is necessary to get a respectable looking graph.

· Since we are modeling a CPU subsystem, set the number of queues in the system to 1 in cell B3.

· Since each CPU core is a queuing theory “server,” set the number of servers per queue to 26 in cell B4.  Remember there are 13 dual-core CPUs for a total of 26 cores.

· Set the system arrival rate to 12.5 trx/s.

· Set the response time tolerance to 0.  Setting this allows a graphical display of, for example, a service level agreement.

But what about the service time (cell B5) and what do we do with the average utilization data we collected?  This is the fun part:  Since the spreadsheet expects service time (cell B5) as an input and we know the real average CPU utilization, repeatedly change the service time (cell B5) until the utilization in cell B11 equals 63%.  This can take a while, so if you are familiar with MS-Excel’s Goal Seek function, now’s the time to use it!  With a service time of 0.1310 s/trx you’ll find the calculated average CPU utilization is indeed 63%.  We now have a queuing model of the real production server!

Validate Your Model

How good the model represents the production server is what the validation step is all about. But as mentioned above, validating the model is out of scope for this paper.  For this case study we will assume the model has been validated, that is, it meets the minimum precision requirements.

Forecast (“what if” analysis)

Let’s take a look at the response time curve of your system based upon the performance data.  Using the queuing theory spreadsheet, click on the Graph C1 tab and you’ll see what is shown in Figure 3.  From a database server perspective, what the users are experiencing during peak time should be about the same as during non-peak time.  We know this because the response time line is flat, even at 125 trx/s.  So we addressed the requirement about showing the current situation on the response time graph. 

Our focus now turns to what will happen to performance if the workload increases by 40%.  A 40% workload increase will result in 175 transactions (125*140%) entering the system each second.  The expected utilization can be forecasted by entering 175 in the Case 2 arrival rate (cell C6).  Taking a close look at Figure 4, you can see both the arrival rate entry (cell C6) and also the predicted CPU utilization of 88% (cell C11).  Looking at response time graph shown in tab Graph C2 and shown in Figure 5, we can see that with an arrival rate of 175 trx/s the system is operating in the elbow of the curve.

At this point we have graphed the response time curve with the additional workload increase (and actually the graph does not change when increasing the workload) and forecasted the average CPU utilization to be 88%, predicting that performance will degrade in six months and it wouldn’t take much for the situation to quickly degrade.

Next we want to investigate a possible risk mitigating strategy of adding three additional CPUs.  This translates into six additional CPU cores for a total of 32 CPU cores.  For this analysis, I used Case 1 to provide the graph with 26 CPU cores at 125 trx/s (current situation) and Case 2 to show the forecasted results of 32 CPU cores with a workload of 175 trx/s (six months in the future with the increased workload).  Figure 6 shows the spreadsheet and Figure 7 shows resulting graphs so they are easy to compare. 

You may have noticed that altering the arrival rate does not change the graph.  This is because increasing or decreasing the arrival rate simply moves the system’s activity to the right or to the left on the graph.  While the utilization definitely changes, the graph does not.

Take a close look at the comparison graph in Figure 7.  With the three additional dual-core CPUs (shown as the dashed-line graph) the graph shifts to the right.  So instead of performance degrading at an arrival rate of 175 trx/s, you should not expect a performance change.  We can now address the remaining case study requirements.  We showed that adding three additional CPUs is forecasted to reduce the risk of performance degradation is reduced.

If this seems a little complicated, trust me.  After a few tries it will become second nature. In no time you’ll get very comfortable with everything I just presented.

Concluding Thoughts

As I mentioned in the introductory section, this paper contains what I teach DBAs in that special twenty minutes. It’s not very technical or even mathematical, but it is amazing, exciting, and opens up a whole new arena of managing Oracle systems.  Regardless of your reasons for not forecasting performance in the past, I hope this paper provided an exciting introduction and instilled the confidence to give it a try.  Welcome to the world of forecasting Oracle performance!

Figures

If you would like better formatted and the latest version of this paper, please go to http://www.orapub.com and search for “getting started forecasting”.
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Figure 1. How forecasting works.  First you select a real production system, then gather performance data and develop a model.  Finally, you subject the model to various “what if” scenarios to understand and analyze risk.
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Figure 2.  The queuing theory spreadsheet. (source: http://www.orapub.com) used in this paper.

[image: image3..pict]Figure 3.  This is the response time curve for the system as it exists today. The peak arrival rate is 125 trx/s, which has not entered the “elbow of the curve.”  While in the “elbow”  a small increase in the arrival rate causes a significant increase in the response time.
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Figure 4. Case 2 represents the 40% workload increase scenario.  Only the workload changes, so we only enter the revised arrival rate, which results in a predicted average CPU utilization of 88%.
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Figure 5. The zoomed-in response time curve with a 40% workload increase.  To zoom-in, in MS-Excel I set the maximum vertical scale to 0.25.  The graph lambda scale (cell B29) was set to 1.2 to improve the graphical display.  We can clearly see that at an arrival of 175, the users should expect a performance degrade.
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Figure 6.  This setup was used to show the graphical response time curve differences when additional 3 additional dual-core CPUs.  The comparison graph is shown in Figure 7.
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Figure 7.  The dashed-line represents the situation with a total of 32 CPU cores and the solid line represents the situation with 26 CPU cores. The CPUs are exactly the same, there are just more of them in the second case.  The result is the arrival rate curve shifts to the right showing the system can handle an increased workload.
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