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Introduction

Companies that have hot recovery sites setup have a unique opportunity to automate disaster recovery operations.  This paper will describe one way to create an application server installation at a hot recovery site.  Part of the process is to automate the daily transfer of any data changes.  The process uses database export and import and only transfers the actual data from one site to the other.  Other options are also discussed as alternatives to the implemented solution.
Production Environment
It is important when setting up a disaster recovery site for Portal that both the production and disaster recovery sites have the same options and patches installed.  Following is the setup for the production instance of Portal.
Install Application Server Software

Part of the Application Server installation includes a metadata repository database.  In the case of this install, the database is on a different physical tier than the application server software.  The database software was already installed on a database cluster so the Metadata Repository Assistant was used to create the repository.  Once the repository was created, the Oracle Application Server software could be installed on the server by choosing to install the Identity Management option of the Application Server Infrastructure using an existing metadata repository.  Follow the readme files and installation guide for Oracle Application Server to make sure you have all packages and kernel parameters setup appropriately.  If the prerequisites are not complete, the installation will fail until you resolve the missing parameters or packages.
After installing the application server infrastructure, the Portal software needs to be installed.  Portal is installed from the same media as the infrastructure.  Any patching that needs to be done to get to the latest release should also be completed now.  Make sure to keep track of all installs and patches that are installed so everything can be replicated on the recovery server.
Setup Security

Out of the box installs of Oracle Application Server require user setup within Oracle Internet Directory.  This also requires users to log into the portal site before seeing any information.  In this install, we setup automated security so users do not have to be created manually and users do not have to sign in to see the portal content.
Oracle Internet Directory Sync with Microsoft Active Directory

One way to avoid having to set up users in Oracle Internet Directory is to sync it with another LDAP directory.  Most companies already have an LDAP directory set up and, as is the case in this example, it is Microsoft Active Directory.  Oracle Internet Directory can be setup to read entries from Microsoft Active Directory.  This is what was done for this paper and it is an important step.  The setup needs to be duplicated on the recovery server once all installations are complete.  See Metalink Note: 267153.1 for assistance in setting up syncing with Active Directory.
Single Signon and Windows Native Authentication Setup

Once OID is synced with AD, you can set up Single Signon and Windows Native Authentication so users do not need to enter login information in order to view portal content.  Again, it is important to make sure that all setups that are completed on the production site are documented so they can be repeated on the recovery site.  See Metalink Note: 345025.1 for more information on setting up Single Signon/Windows Native Authentication.
Portal Development

Now that all application server software has been installed and security has been setup, the content can be created in the portal site.  Any content that is created through portlets or stored in the metadata repository will be transferred to the recovery site using the documented method.  Any files that need to be transferred manually to the application server and are not stored in the repository will need to be documented and transferred to the recovery server manually.
Part of the development process to make this process possible is to use DNS entries and “localhost” references wherever possible.  If the URL for the portal site or the physical server name are stored in the repository as part of the code, it will cause the recovery site to be inoperable in the event that the production server is not available.  This should not be too much of an issue, but needs to have some consideration and taken into account when pages are designed.

Install Disaster Recovery Environment

One positive about using this method for recovery is that the recovery hardware does not have to be exactly the same as the production hardware.  In fact, since the data is transferred using database export and import, the operating system does not need to be at the same patch release.
Install Application Server Software to Match Production

When the recovery hardware is available, all software that was installed on the production server, needs to be installed on the recovery server.  In this case, the installs do not need to be in exactly the same location, although this could lead to confusion.  The same version of Oracle Application Server software does need to be installed on the recovery server including any patches.
Security Setup

Security on the recovery site should be set up the same as on the production site.  If a recovery domain controller is available at the hot recovery site, that should be used for any syncing processes to make sure that security settings are still available in the event that the production site is lost.
Full Transport Set From Production to Disaster Recovery

Setup of the recovery site needs to be tested prior to creating the jobs that automatically update the data.  The easiest way to do this is to use a full transport set from the production environment to the recovery site.  Application server transport sets are started via the Enterprise Manager console on the Infrastructure instance.  Select all pages within the site and create the transport set.  A script will be created that needs to be run on the application server host which will use the RDBMS export tool to create a dump file of all the information from the database.  This file, along with the script, will be transferred to the database server that hosts the repository database.  The script is then run to load the data which creates an entry on the recovery site to load the transport set.

This will seed the production data at the recovery site.  Testing should be done to make sure the site is the same as the production site.  After validating that the sites are the same, the automated process can be set up.  See Metalink Note: 306785.1 for more information on creating and transferring transport sets.
Setups of Recovery Site

There are several things that you need to do to prepare for transferring from production to recovery.  Most of the information would only change in the event that new functionality as added or an upgrade was completed, so this should be one time steps.
Schemas to Transfer

The first thing to determine is what schemas within the Portal database have data that needs to be transferred.  This determination can be made with the following SQL statement run in the Portal database using the PORTAL username and password.
SQL> SELECT USERNAME, DEFAULT_TABLESPACE, TEMPORARY_TABLESPACE FROM DBA_USERS

     WHERE USERNAME IN (user, user||'_PUBLIC', user||'_DEMO', user||'_APP', 'DISCOVERER5')

     OR USERNAME IN (SELECT DISTINCT OWNER 

                     FROM WWAPP_APPLICATION$ 

                     WHERE NAME != 'WWV_SYSTEM')

     ORDER BY USERNAME;

USERNAME                       DEFAULT_TABLESPACE             TEMPORARY_TABLESPACE

------------------------------ ------------------------------ ---------------------------

DISCOVERER5                    DISCO_PTM5_META                TEMP

PORTAL                         PORTAL                         TEMP

PORTAL_APP                     PORTAL                         TEMP

PORTAL_DEMO                    PORTAL                         TEMP

PORTAL_PUBLIC                  PORTAL                         TEMP

This is the list of schemas that have objects that are directly related to Portlet Builder.  Any objects that are referenced within the applications that are separate will need to be added to the list of schemas.  Save this list of schemas to be exported from production later.

Passwords Required

In order to make sure the Application Server restarts after the data transfer, you need to determine what the schema passwords are in the recovery site before the transfer occurs.  This is accomplished using the ldapsearch command.
/u01/oracle/OraHomeInfra/bin/ldapsearch -p 389 -h {RECOVERY_SERVER} -D cn=orcladmin -w {ORCLADMIN_PASSWORD} -b "orclReferenceName={PORTAL_REPOSITORY_DATABASE},cn=IAS Infrastructure Databases,cn=IAS,cn=Products,cn=OracleContext" -s  sub "(|(orclResourceName=PORTAL*)(orclResourceName=DISCOVERER5))" orclpasswordattribute
This will give you the passwords for the all schemas that begin with PORTAL and the DISCOVERER5 schema from the recovery site.  Save these as they will be needed when the schemas are recreated later.  The output would be similar to the following, although the actual passwords have been crossed out.
OrclResourceName=PORTAL,orclReferenceName={DB_NAME},cn=IAS Infrastructure Databases,cn=IAS,cn=Products,cn=OracleContext 

orclpasswordattribute=XXXXXXXX

OrclResourceName=PORTAL_PUBLIC,orclReferenceName={DB_NAME},cn=IAS Infrastructure Databases,cn=IAS,cn=Products,cn=OracleContext 

orclpasswordattribute=XXXXXXXX

OrclResourceName=DISCOVERER5,orclReferenceName={DB_NAME},cn=IAS Infrastructure Databases,cn=IAS,cn=Products,cn=OracleContext 

orclpasswordattribute=XXXXXXXX

OrclResourceName=PORTAL_DEMO,orclReferenceName={DB_NAME},cn=IAS Infrastructure Databases,cn=IAS,cn=Products,cn=OracleContext 

orclpasswordattribute=XXXXXXXX

OrclResourceName=PORTAL_APP,orclReferenceName={DB_NAME},cn=IAS Infrastructure Databases,cn=IAS,cn=Products,cn=OracleContext 

orclpasswordattribute=XXXXXXXX

Files Needed Outside of Database Schemas

There are several file types that are stored outside of the database that need to be transferred separately.  Anything that needs to be placed on the file system of the production site will need to be manually transferred to the recovery site.  For the most part, these should need to be transferred relatively infrequently.  The easiest way to manage them is to remember to move any files needed in production to the recovery site at the same time that you transfer them to production.
Transfer Production Changes to Recovery

The basis for the recovery site update is to use Oracle database export and import to transfer the data.  Based on the schemas required from the SQL script above, you will export the data from production, transfer it to the recovery database server, and load it into the Portal repository.  The steps are outlined below.
Export Production Schemas

In this case, we are using Oracle Data Pump to dump the required schemas.  This assumes a user has been created that has all the access that Data Pump needs, in this case expuser.  Expuser has the following privileges in order to complete the Data Pump export.

CREATE TABLE     

SELECT ANY TABLE

CREATE SESSION   

EXP_FULL_DATABASE

A Data Pump directory also needs to be setup within the database.  This is a default directory that is created when the database is created.  In this example the DATA_PUMP_DIR was changed to point to a location other than the default Data Pump directory to make the file transfer, in later steps, easier.  See the Oracle 10g Database Utilities manual for further information on using Data Pump.  Following is the example of the Data Pump command used to create the export file.
expdp expuser/{dp_user_password} DIRECTORY=DATA_PUMP_DIR DUMPFILE=portal_prod.dmp 
   LOGFILE=portal_prod.log SCHEMAS=portal,portal_app,portal_demo,portal_public,discoverer5
Transfer Export to Recovery

The completed Data Pump file needs to be transferred to the recovery database server.  Depending on the security in your environment this could be using ftp, scp, or some other file transfer protocol.  In this example, scp is used in a script.  This requires secure shell setups in order to transfer the file without prompting for a password.  See the administrators guide for whichever file transfer protocol you are using to determine how to transfer the file if you are scripting the transfer.
scp -B /u03/oradata/backup/PWKP22/export/portal_prod.dmp 

   cg-sv-dbr3:/u02/oradata/backup/PWKP22SB/import/portal_prod.dmp
Stop Recovery Site

In this step you need to stop the portal site and the infrastructure site in order to stop all connections to the repository database before dropping the schemas.  In some cases the Enterprise Manager agents also need to be stopped as they maintain connections to the database as well.  In order to guarantee that all connections are stopped, the agents are stopped automatically.
export ORACLE_BASE=/u01/oracle

export ORACLE_HOME=/u01/oracle/OraHomePortal

export ORACLE_SID={DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

opmnctl stopall

export ORACLE_HOME=/u01/oracle/OraHomeInfra

export ORACLE_SID={DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

opmnctl stopall

export ORACLE_BASE=/u01/oracle

export ORACLE_HOME=/u01/oracle/OraHomePortal

export ORACLE_SID={DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

export LD_LIBRARY_PATH=$ORACLE_HOME/LIB 

unset CONSOLE_CFG 

unset EMSTATE 

emctl stop iasconsole

export ORACLE_HOME=/u01/oracle/OraHomeInfra

export ORACLE_SID={DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

export LD_LIBRARY_PATH=$ORACLE_HOME/LIB 

unset CONSOLE_CFG 

unset EMSTATE 

emctl stop iasconsole
Bounce Recovery Site Repository Database

Even after stopping all agents and application server processes, there may still be connections to the repository database by one or more of the schemas that need to be dropped.  Scripting can be done to kill these connections, but in this case it was easier to just bounce the database.
Drop Recovery Schemas

One of the steps above detailed how to figure out which schemas are needed for the transfer of the production site.  At this point, log into the recovery database and drop those schemas.  Make sure you have completed the step above for the correct schemas because this list may be different from others.
DROP USER portal_public cascade;

DROP USER portal_app cascade;

DROP USER portal_demo cascade;

DROP USER portal cascade;

DROP USER discoverer5 cascade;

Recreate Recovery Schemas

Oracle provides script to create most of the schemas that were dropped previously.  These scripts are provided in the Portal installation, but need to be run in the repository database.  Make sure the tnsnames and sqlnet files in the Portal $ORACLE_HOME/network/admin directory have the proper entry for the repository database.  The following will recreate the schemas.  Note that the scripts need to be run as SYS.
Create the PORTAL schema:
cd $ORACLE_HOME/portal/admin/plsql/wwv

sqlplus -s /nolog << EOF

connect sys/{SYS_PASSWORD}@{REPOSITORY_DB_NAME} as sysdba

@wdbisys.sql PORTAL PORTAL TEMP wdbisys.log

exit;

EOF

Create the PORTAL_PUBLIC schema:

cd $ORACLE_HOME/portal/admin/plsql/wws

sqlplus -s /nolog << EOF

connect sys/{SYS_PASSWORD}@{REPOSITORY_DB_NAME} as sysdba

@cruser.sql PORTAL PORTAL PORTAL TEMP

exit;

EOF
Import File From Production

Once the schemas are recreated, it is time to import the data from the production dump file.  Before using Data Pump to import the data, you will need to create a DATA_PUMP_DIRECTORY in the recovery repository database.  The directory should be the same directory that the dump file was transferred to from production.  This is an example of the Data Pump import command used to load the data.

impdp expuser/pwkp22expuser DIRECTORY=DATA_PUMP_DIR DUMPFILE=portal_prod.dmp LOGFILE=portal_rec_imp.log SCHEMAS=portal,portal_app,portal_demo,portal_public,discoverer5
Recompile Invalid Objects

The import will leave several objects in an invalid state.  In order to allow the Portal site to start, these objects will need to be recompiled.  Run the following command via SQL Plus in the recovery repository database.
@?/rdbms/admin/utlrp.sql
Restart Recovery Environment

Once the data has been imported and all objects are valid, the site can be restarted.  Below is an example of a script to start the Application Server Infrastructure and the Portal site.  Once the sites have been restarted, a status will be done to show that all processes have been restarted.
export ORACLE_BASE=/u01/oracle

export ORACLE_HOME=/u01/oracle/OraHomeInfra

export ORACLE_SID={DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

export LD_LIBRARY_PATH=$ORACLE_HOME/LIB 

unset CONSOLE_CFG 

unset EMSTATE 

emctl start iasconsole

export ORACLE_BASE=/u01/oracle

export ORACLE_HOME=/u01/oracle/OraHomePortal

export ORACLE_SID={DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

export LD_LIBRARY_PATH=$ORACLE_HOME/LIB 

unset CONSOLE_CFG 

unset EMSTATE 

emctl start iasconsole
export ORACLE_BASE=/u01/oracle

export ORACLE_HOME=/u01/oracle/OraHomeInfra

export ORACLE_SID={RECOVERY_DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

opmnctl start

sleep 5

opmnctl startproc process-type=OID

sleep 15

opmnctl startproc process-type=OC4J_SECURITY

opmnctl startproc process-type=HTTP_Server

opmnctl status
export ORACLE_BASE=/u01/oracle

export ORACLE_HOME=/u01/oracle/OraHomePortal

export ORACLE_SID={RECOVERY_DB_NAME}
export PATH=$ORACLE_HOME/bin:$ORACLE_HOME/opmn/bin:$ORACLE_HOME/sso/bin:$ORACLE_HOME/ldap/bin:$ORACLE_HOME/dcm/bin:$ORACLE_HOME/jdk/bin:/usr/kerberos/bin:/usr/local/bin:/bin:/usr/bin:/usr/X11R6/bin

opmnctl startall

opmnctl status

Reregister Portal with Single Signon

Using the ptlconfig application will redo the application registration with the recovery single sign-on server.  Without redoing the registration the site may not be available.  
/u01/oracle/OraHomePortal/portal/conf/ptlconfig -dad portal –pw {PORTAL_PASSWORD} \

   -sso -host cg-sv-wbr8.atc.llc -port 80

Scheduling with Grid Control

Most of the process can be scripted, however the timing of each piece would be difficult since it involves the production database server, the recovery database server, and the recovery application server.  To make scheduling more effective, Oracle Grid Control was used to automate the steps of the process.  Most parts were put into scripts on each host and Grid Control runs each piece as the previous step completes successfully.  Prerequisites for this method include an already running Grid Control installation and Oracle Enterprise Manager agents running on each node.   See Figure 1 below for the example of automating the job with Grid Control.
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Figure 1
Other Options Considered

The method in this paper is not the only way to create a recovery environment.  
Manual Transport Sets

One of the steps for this method is to create a full transport set to unload the production site and reload into the recovery site.  This method is currently used for migrating changes from test to production.  This could also be used to transfer data to the recovery site on a regular basis.  The challenge with using transport sets is scripting and scheduling.  Most of the transport set unload and load is done through the Enterprise Manager interface on each site.  In this case, we needed to be able to script the process to make it repeatable and automatic, so the option of manual transport sets was ruled out.
Application Server Guard

Oracle Application Server Guard is another option for disaster recovery.  This option requires more setup than what was chosen as well as a larger learning curve.  For the purposes of this installation the business requirement is not up to the minute availability or immediate failover.  
If true, 7 x 24 uptime is required, Application Server Guard would be worth learning and setting up.  In this case, business requirements state that daily updates of the recovery site are enough.  Also, the management of the application server environment has fallen upon the database administrators and to get something done quickly was of the utmost importance.  Since the method used in this paper uses mostly database tools, it was quicker to learn and set up.

Conclusion

If a hot site is available for disaster recovery, you may want to make sure that your Portal site is available in the event of a production site disaster.  This could be accomplished with normal backups and a rebuild of the site, but this could be time consuming.  You could use Application Server Guard or Transport Sets, but these are either manual processes or take a good deal of setup.  
As shown in this paper, using RDBMS export and import is a viable option for keeping a recovery Oracle Portal site up to date.  With some scripting and coordination, the process can be scheduled on a regular basis to make sure all changes are protected.
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