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Oracle Data Guard Broker

Remove Spreadsheets, Checklists 

and Stress Out of A Switchover, 

Use Data Guard Broker
By Roger Lenihan
INTRODUCTION
Data Guard Broker is a management tool which automates the creation, maintenance, and monitoring of the Data Guard configuration. The Broker gives a one stop location to monitor all standby sites and perform centralized management to improve usability. The Broker gives the DBA the ability to issue a single command to initiate failovers or switchovers from any location in the configuration.  In this presentation and white paper you will see the benefits of adding the Data Guard Broker to your Data Guard environment. 

This document already assumes you understand Data Guard and is mainly focusing on the Data Guard Broker piece.

CONFIGURATION WITH AND WITHOUT THE BROKER
Table 1-1 Configuration Management With and Without the Broker
	
	With the Broker
	Without the Broker

	General
	Provides primary and standby database management as one unified configuration.
	You must manage the primary and standby databases separately.

	Standby Database Creation
	Provides the Enterprise Manager wizards that automate and simplify the steps required to create a configuration with an Oracle database on each site, including creating the standby control file, online redo log files, datafiles, and server parameter files.
	You must manually:

· Copy the database files to the standby database.

· Create a control file on the standby database.

· Create server parameter or initialization parameter files on the standby database.

	Configuration and Management
	Enables you to configure and manage multiple databases from a single location and automatically unifies all of the databases in the broker configuration.
	You must manually:

· Set up redo transport services and log apply services on each database in the configuration.

· Manage the primary database and standby databases individually.

	Control
	Automatically set up redo transport services and log apply services. Simplify management of these services, especially in a RAC environment.

· Simplifies switchovers and failovers by allowing you to invoke them through a single command.

· Automates failover by allowing the broker to determine if failover is necessary and initiate failover to a specified target standby database, with no need for DBA intervention and with no loss of data.

· Integrates Cluster Ready Services (CRS)Foot 1  and instance management over database role transitions.

· Provides mouse-driven database state changes and a unified presentation of configuration and database status.

· Provides mouse-driven property changes.
	You must manually:

· Use multiple SQL*Plus statements to manage the database.

· Coordinate sequences of multiple commands across multiple database sites to execute switchover and failover operations.

· Coordinate sequences of multiple commands to manage services and instances during role transitions.

	Monitoring
	· Provides continuous monitoring of the configuration health, database health, and other runtime parameters.

· Provides a unified updated status and detailed reports.

· Provides integration with Oracle Enterprise Manager events.
	You must manually:

· Monitor the status and runtime parameters using fixed views on each database—there is no unified view of status for all of the databases in the configuration.

· Provide a custom method for monitoring Oracle Enterprise Manager events.


Table from – 

http://download-west.oracle.com/docs/cd/B19306_01/server.102/b14230/concepts.htm
Data Guard Broker Components

1. Oracle Enterprise Manager

2. Data Guard Command-Line Interface (DGMGRL)

3. Data Guard Monitor (DMON background process)

DGMGRL is the command line utility and the client interface that helps you define, configure and manage the configuration. DMON is the broker server side component that is integrated with the Oracle databases.  DMON is a background process which facilitates and monitors the configuration as depicted in the figure below. Enterprise manager is a way to use a GUI interface to run the DGMGRL command. 
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http://download-west.oracle.com/docs/cd/B19306_01/server.102/b14230/concepts.htm
Figure 1-4

Data Guard Broker installation
1. Configure Initialization parameters (SPFILE, INIT.ora). 

DG_BROKER_START= FALSE or TRUE           -- This turns on and off the broker

DG_BROKER_CONFIG_FILE1=<Location>    -- This is where the broker configuration file is located

DG_BROKER_CONFIG_FILE2 =<Location>   -- If you want the file multiplexed, different drive.

The configuration files will be automatically created if you set the DG_BROKER_START=TRUE and do not specify a location.

2. Create the Dataguard Broker Configuration.  

DGMGRL> CREATE CONFIGURATION ‘DGBTEST’ AS 

        PRIMARY DATABASE IS ‘TESTMAIN’

        CONNECT IDENTIFIER IS TESTMAIN;

Configuration “DGBTEST’ created with primary database “TESTMAIN”

3. Link the standby database to the Broker configuration. Issue this command for each additional standby database you want in the configuration.

DGMGRL> ADD DATABASE ‘TESTSTANDBY’ AS

        CONNECT IDENTIFIER IS TESTSTANDBY

        MAINTAINED AS PHYSICAL;

Database “TESTSTANDBY” added.

4. Verify the configuration.

DGMGRL> SHOW CONFIGURATION;

Configuration

Name:                DGBTEST

Enabled:             YES

Protection Mode:     MaxPerformance   
Fast-Start Failover: DISABLED

Databases:

TESTMAIN - Primary database

TESTSTANDBY - Physical standby database

Current status for "DGBTEST":

SUCCESS

DGMGRL>
5. If you want Data Guard Broker to automatically start each instance on switchover or failover you need to set the following entry into the each Listener.ora.

      LISTENER = (DESCRIPTION = 

          (ADDRESS_LIST=(ADDRESS=(PROTOCOL=tcp)(HOST=rlenihan1)

          (PORT=1521))))

      SID_LIST_LISTENER=(SID_LIST=(SID_DESC=(SID_NAME=TESTSTANDBY)

          (GLOBAL_DBNAME=TESTSTANDBY_DGMGRL.lenihan.com)

          (ORACLE_HOME=/opt/oracle)))

! – In a RAC to single node cluster there is an issue with setting this. The reason is when you do a switchover you will only have to start one instance and that instance will be the apply node. Setting this tries to start both nodes which causes the broker to get confused. The DBA then has to do a bounce of the database and issue the “recover managed standby database disconnect”.
Data Guard Broker Commands

 You can see a list of these commands and examples using the help command in DGMGRL.

DGMGRL> help

The following commands are available:

add            Add a standby database to the broker configuration

connect        Connect to an Oracle instance

create         Create a broker configuration

disable        Disable a configuration, a database, or Fast-Start Failover

edit           Edit a configuration, database, or instance

enable         Enable a configuration, a database, or Fast-Start Failover

exit           Exit the program

failover       Change a standby database to be the primary database

help           Display description and syntax for a command

quit           Exit the program

reinstate      Change a disabled database into a viable standby database

rem            Comment to be ignored by DGMGRL

remove         Remove a configuration, database, or instance

show           Display information about a configuration, database, or instance

shutdown       Shutdown a currently running Oracle instance

start          Start Fast-Start Failover observer

startup        Start an Oracle database instance

stop           Stop Fast-Start Failover observer

switchover     Switch roles between the primary database and a standby database

Use "help <command>" to see syntax for individual commands

DGMGRL>
If you want information about a particular command then issue help with the command after.
      DGMGRL> help add

      Add a standby database to the broker configuration

      Syntax:

      ADD DATABASE <database name> AS

      CONNECT IDENTIFIER IS <connect identifier>

      MAINTAINED AS {PHYSICAL|LOGICAL};

      DGMGRL>
Reviewing and monitoring your configuration.

In reviewing and monitoring your configuration there are a few commands in the DGMGRL utility you need to become familiar with.

1. Show database verbose – This view shows the status and the properties of the database.
DGMGRL> show database verbose 'teststandby'

Database

  

Name:            teststandby

 
      Role:            PHYSICAL STANDBY

      Enabled:         YES

  
      Intended State:  ONLINE

  

Instance(s):

    


teststandby

  

Properties:

    


InitialConnectIdentifier        = 'teststandby'

    


LogXptMode                      = 'ASYNC'       

    


Dependency                      = ''

    


DelayMins                       = '0'

    


Binding                         = 'OPTIONAL'

   


MaxFailure                      = '0'

   


MaxConnections                  = '1'

    


ReopenSecs                      = '300'

   

      NetTimeout                      = '180'

    

      LogShipping                     = 'ON'

   

      PreferredApplyInstance          = ''

    


ApplyInstanceTimeout            = '0'

    


ApplyParallel                   = 'AUTO'

    


StandbyFileManagement           = 'AUTO'

    


ArchiveLagTarget                = '0'

    


LogArchiveMaxProcesses          = '2'

    


LogArchiveMinSucceedDest        = '1'

    


DbFileNameConvert               = ''

    

      LogFileNameConvert              = ''

    


FastStartFailoverTarget         = ''

    


StatusReport                    = '(monitor)'

    


InconsistentProperties          = '(monitor)'

    


InconsistentLogXptProps         = '(monitor)'

    


SendQEntries                    = '(monitor)'

    


LogXptStatus                    = '(monitor)'

    


RecvQEntries                    = '(monitor)'

    


HostName                        = 'RLENIHAN1'

    


SidName                         = 'teststandby'

LocalListenerAddress            = '(ADDRESS=(PROTOCOL=TCP)(HOST=RLENIHAN1)(

PORT=1521))'

StandbyArchiveLocation          = '/home/backup/archive'

    


AlternateLocation               = ''

    


LogArchiveTrace                 = '0'

    


LogArchiveFormat                = 'ARC%S_%R.%T'

    


LatestLog                       = '(monitor)'

    


TopWaitEvents                   = '(monitor)'

Current status for "chipe1":

SUCCESS

If you find that you want to scale down to a particular property from the VERBOSE command you can issue the corresponding entry to get more information. 



i.e –

  


DGMGRL> show database 'teststandby' 'LogXptMode';

 



  LogXptMode = 'ASYNC'
DGMGRL> show database 'teststandby' 'ReopenSecs';

  



  ReopenSecs = '300'

This is incredibly useful when you are trying to diagnose problems within your configuration.

2. StatusReport - is very useful in monitoring your configuration. It will give you a list of problems the broker has detected during the health check.

DGMGRL> show database 'testmain' 'StatusReport';

STATUS REPORT

       INSTANCE_NAME   SEVERITY ERROR_TEXT

DGMGRL>
As you can see there are no issues with the test case broker configuration. Oracle documentation gives the example failure below:


    DGMGRL> SHOW DATABASE 'North_Sales' 'StatusReport';



    STATUS REPORT

       

    INSTANCE_NAME   SEVERITY ERROR_TEXT

sales1      ERROR ORA-16737: the redo transport                        service for standby "North_Sales" has an error

sales2      ERROR ORA-16737: the redo transport service  for standby "North_Sales" has an error

sales2      WARNING ORA-16715: log transport related property MaxFailure of standby "North_Sales" is inconsistent

From the status report there is currently an issue with log transport. To get more information we have to drill to the specific property.  Execute SHOW DATABASE <database> ‘LogXptStatus’ to get more detail on the reason.

     
     DGMGRL> SHOW DATABASE 'North_Sales' 'LogXptStatus';

                     REDO TRANSPORT STATUS


             PRIMARY_INSTANCE_NAME STANDBY_DATABASE_NAME  STATUS
sales1                DR_Sales                      ORA-12514: TNS:listener could not resolve SERVICE_NAME 

                                           given in connect descriptor 

sales2                DR_Sales                      ORA-12514: TNS:listener could not resolve SERVICE_NAME 

                                           given in connect descriptor
From Oracle’s example we can see that the database is getting an ORA-12514 TNS error and now we can start to debug that issue with TNSPING, connecting, etc, etc.
Example from:

 http://download-west.oracle.com/docs/cd/B19306_01/server.102/b14230/dbresource.htm
Editing the Data Guard Broker Configuration.

Using the broker to edit a configuration is much easier than the traditional way. The broker allows you to edit and make changes to any database within the configuration from any single location. Below are some common edits that are done to Data Guard using the Broker. 

1. Changing the protection mode.  If you want to change the protection mode to either MAXPROTECTION or MAXAVAILABILITY you have to make sure that the redo transport is set to SYNC. Do this for all databases within the configuration.

The DGBTEST configuration is currently set to MAXPERFORMANCE and ASYNC redo transport. In order to change the configuration to MAXAVAILABILTY we must first set the redo transport as described above.

DGMGRL> EDIT DATABASE ‘teststandby’ SET PROPERTY ‘LogXptMode’ =’SYNC’;
DGMGRL> EDIT DATABASE ‘testmain’ SET PROPERTY ‘LogXptMode’ =’SYNC’;
Now that the log transport is set to sync we can modify the protection mode. Issue the command below.

DGMGRL> EDIT CONFIGURATION SET PROTECTION MODE AS MAXAVAILABILITY;
These changes do require the database to restart. Make sure to execute the commands above in a maintenance window.

Traditional Way (Without Data Guard Broker)

1. On the primary database, change the LOG_ARCHIVE_DEST_n option to the following:
LOG_ARCHIVE_DEST_2=’SERVICE=teststandby OPTIONAL LGWR SYNC AFFIRM
VALID_FOR=(ONLINE_LOGFILES,PRIMARY_ROLE)
DB_UNIQUE_NAME=teststandby’

2. On the primary database, change the database protection mode from maximum performance to maximum availability as follows:
SHUTDOWN IMMEDIATE;
STARTUP MOUNT;
ALTER DATABASE SET STANDBY DATABASE TO MAXIMIZE AVAILABILITY;
ALTER DATABASE OPEN;

3. On the standby database, change the LOG_ARCHIVE_DEST_n option to the following:
LOG_ARCHIVE_DEST_2=’SERVICE=testmain OPTIONAL LGWR SYNC AFFIRM
VALID_FOR=(ONLINE_LOGFILES,PRIMARY_ROLE)
DB_UNIQUE_NAME=testmain’

4. Verify that the configuration is running in the new mode:
SELECT PROTECTION_MODE, PROTECTION_LEVEL FROM V$DATABASE;
As you can see the main benefit is the one location to set the whole configuration. With the Broker you do not have to go from node to node.
2. Enabling Fast-Start Failover. This allows the broker to automatically fail over to the standby database after a designated amount of time.

If you have multiple standby databases you have to specify which database will be the failover site.

DGMGRL> EDIT DATABASE ‘testmain’ SET PROPERTY FastStartFailoverTarget = ‘teststandby’;

Since the test environment does not have multiple standby databases we only have to issue.

DGMGRL> EDIT CONFIGURATION SET PROPERTY FastStartFailoverThreshold = 60;

The command above says that after 60 seconds perform a failover. The default value is 30 seconds.

Now we enable the option.

DGMGRL> ENABLE FAST_START FAILOVER;

To make changes to the fast-start failover you have to remember to disable it first.
3. Setting the standby to open in read-only. This is useful if you want to do some testing or if you want to run large reporting queries against the database.

DGMGRL> EDIT DATABASE ‘teststandby’ SET STATE= ‘READ-ONLY’;

4. Starting the observer process.  Make sure you start this if you want to use fast start failover.
DGMGRL> START OBSERVER;

     DGMGRL> SHOW CONFIGURATION VERBOSE;


     Configuration

  
       Name:                DGBTEST
  
       Enabled:             YES

  
       Protection Mode:     MaxAvailability

  
       Fast-Start Failover: ENABLED

  
       Databases:

    
          Testmain    - Primary database

    
          teststandby - Physical standby database

                              - Fast-Start Failover target


     Fast-Start Failover

  
     Threshold: 60 seconds

  
     Observer:  observer.lenihan.com


     Current status for "DGBTEST":


     SUCCESS

5. Altering a Property in the configuration.

DGMGRL> EDIT DATABASE ‘testmain’ SET PROPERTY ‘NetTimeout’ = ‘60’;

You can change the other properties in the configuration in a similar fashion.

Performing a switchover or Failover using Data Guard Broker

Performing a switchover or failover with the Data Guard Broker is very easy. If you have the DGMGRL listener.ora entry set then it is as simple as a single command. I do recommend monitoring the switchover or failover by issuing a watch command on the alert.log and the drc<database>.log in each database. If at any time during the operation the process fails the watch command can help you debug and finish the switchover or failover. In Windows you can do the same thing just open the log files and hit refresh periodically.

1. Performing a switchover – In a switchover the two nodes will switch roles. Testmain will now become the standby and teststandby will now become the primary. Be paitent! It takes between 5 and 15 minutes to complete the switchover.

    DGMGRL> SWITCHOVER TO teststandby;


    Performing switchover NOW, please wait...
Wait for the results to display: Switchover succeeded, new primary is "teststandby"

     Verify the roles switched by issuing a show configuration again.

 DGMGRL> SHOW CONFIGURATION;

 Configuration

Name:                DGBTEST

Enabled:             YES

Protection Mode:     MaxAvailability   
Fast-Start Failover: DISABLED    
Databases:

TESTMAIN - Physical standby database

TESTSTANDBY - Primary database

Current status for "DGBTEST":

SUCCESS

       DGMGRL>
2. Performing a failover – In a failover the standby database becomes the primary but the roles are not switched. This is a true disaster recovery. In order for the old primary to become a standby node again you will have to re-enable it.


     DGMGRL> FAILOVER TO "teststandby";

             Performing failover NOW. Please wait...

             Failover succeeded, new primary is "DR_Sales"

     Unlike a switchover a failover happens very quickly. 
Note: If the standby database is open in read-only mode the broker will automatically restart the database. 

Disabling and removing the configuration.
1. Disable the standby database.

  
    DGMGRL> DISABLE DATABASE 'teststandby';


    Disabled.
2. Disable the configuration.


    DGMGRL> DISABLE CONFIGURATION;

            Disabled.
3. Remove the standby database from the configuration.


    DGMGRL> REMOVE DATABASE 'teststandby';


    Removed database "teststandby" from the configuration
4. Remove the configuration.


    DGMGRL> REMOVE CONFIGURATION;


    Removed configuration
Remember to disable Fast-Start failover before removing the database or you will get an ORA-16654.
If your configuration becomes corrupt or you are seeing issues sometimes removing everything and recreating the configuration can help. You do this by the following steps,

1. Complete the disabling and removing steps above

2.  Set DG_BROKER_START = FALSE  

3. Delete the DG_BROKER_CONFIGn files

4. Start the recreation process from the begging of the document.

Conclusion

Data Guard Broker is a very useful tool and with this added component the DBA can make their life much easier. The broker can administer the whole configuration from one location and the DBA will not have to jump from node to node to do daily checks or administer a switchover. In the pre-Broker days you had to have a detailed spreadsheet with the steps to perform the daily checks and switchover. The goal of this document and presentation is to show just how easy it is to administer and set up the broker once Data Guard is set up. If you have any questions or ideas on this white paper please feel free to contact me at rlenihan@piocon.com
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