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Introduction

Not all companies require full twenty-four hour a day, seven day per week up time.  In fact, most applications can probably afford a few minutes of downtime in the case of a server or instance failure.  In this paper, Oracle Clusterware is discussed as a substitute for Oracle Real Application Clusters.  Real Application Clusters offer multiple instances for the best possible uptime, but at a considerable cost.  Oracle Clusterware allows for clustering of Oracle servers, but only has one instance running at a time.  In the event of a failure, the database moves to the still running node which causes a brief outage to the database.  This paper shows instructions to set up Clusterware resource groups and allow for near seven by twenty-four uptime.

Information Technology at American Transmission Company

American Transmission Company started business in 2001 as a transmission only utility.  At that time the company was expected to be about fifty people and not have a very large Information Technology staff.  In the seven years since, the company has grown to over 500 employees and an IT staff of about forty.  Along with that rapid corporate growth, growth in information systems has been very rapid.  System reliability, performance, and disaster recovery have become priorities of Information Technology and doing more with less staff has become a priority of the rest of the company.  
Original Database Environment

Like many companies that grow quickly, ATC did not have many strategic directions or standards as systems were purchased and implemented.  Whatever new applications the business indicated were needed were purchased.  If the application required a database, whichever database or platform happened to be needed for that application was also implemented. 

This strategy led to an environment that was difficult to manage.  Difficulties included multiple servers, multiple database versions, and low reliability.  Added requirements for new applications also increased the need for a more robust environment.  Originally the books financials were kept in Quick Books!  This obviously was not a good technological direction to be heading and severely limited the options available to the business.
Intermediate Steps

In order to increase reliability and reduce complexity Oracle Failsafe clusters were implemented.  This allowed for a fewer number of servers and increased uptime of the databases.  This also allowed for a larger infrastructure to support more users.  

Unfortunately, Failsafe did not take care of all performance issues.  Memory allocation continued to be an issue and we were unable to support very many databases on one node.  The environment started to grow again as we were required to add more Failsafe clusters to run the required databases.  A new architecture was needed in order to consolidate servers and increase redundancy.
Technology Evaluation
As the environment grew and reliability and business continuity became higher priority, the decision was made to investigate other technologies.  Once the decision was made to reevaluate the environment, the questions began.  Which operating system, hardware platform, cluster solution, file system, etc?  So time was spent researching and evaluating what to do.
Hardware

The first question that was asked about hardware platforms was whether to look 32-bit or 64-bit architectures.  The obvious reason to use 64-bit was the ability to address more memory.  When looking at the current environment, the servers were very rarely CPU bound and instead were swapping memory to disk.  By choosing a 64-bit architecture, more memory could be used and this would take care of the current performance bottlenecks.

Once the 64-bit decision was made the question turned to which vendor’s CPU.  Choices that were available included AMD, Intel, Sun, HP, and IBM.  Another important point in selecting the platform was flexibility.  Since this was to be a completely new architecture, the ability to change operating systems if needed was considered.  Cost was also a factor. Beyond the 64-bit decision was also the number of CPU cores.  When the decision was being made, the only mature multi-core architecture that was flexible and affordable was AMD.  The decision was made to go with AMD dual core Opteron processors.
Operating System

After the hardware platform had been decided it somewhat limited the operating system choices.  Actually both were chosen at the same time in order to allow for greater flexibility.  Having chosen the AMD platform, the operating system choices were 64-bit Microsoft Windows or a version of Linux.  The current architecture was already Windows and several limitations had already been experienced including a limit on drive letters and only having access to one process per database based on the Windows service that was running.  Linux did away with both of those limitations and allowed for the most flexibility.  At the time, Red Hat Linux was the development standard at Oracle and was the most popular version.  Red Hat became the platform of choice.  Currently any supported version of Linux could be used including Oracle Enterprise Linux.  
This choice was not without its issues.  Current system administration staff was only trained in Windows.  Certain staff members were unwilling to learn a new platform and others resistant to change.  Cost-benefit analyses were completed and technical comparisons were done to prove that Linux was the correct choice for the organization at the time.

File System

Clustering was always a requirement of the project and therefore choosing a file system that allowed for clustering was also required.  Oracle Cluster File System V2 (OCFS2) and Oracle Automatic Storage Management (ASM) were the only choices available for using Oracle Clusterware.  ASM had just been released at the time of this project and therefore the decision was made to use OCFS2 as it was a more mature architecture.  With ASM now matured and proven, it would more than likely be the choice were the decision being made today.  ASM seems to be easier to manage and allows for greater flexibility.  Conversion from OCFS2 to ASM is possible and will be considered in the future.
Cluster Solution

Oracle Real Application Clusters were considered originally to be a requirement.  As research was completed, it was determined that Oracle Clusterware was also a possibility.  Clusterware is the basis for Real Application Clusters and allows for many of the benefits of Real Application Clusters (RAC).  The differences between Clusterware and RAC include:
Single instance running under Clusterware instead of multiple instances with RAC

Cold failover of resources running under Clusterware so connectivity to the database is lost when the database is shut down

Licensing costs (this will be covered below)

Consultation with the business regarding the cost of Real Applications Clusters versus Clusterware was completed and the decision was made to forgo the extra cost.  Several factors influenced this, but the most important one was that the business could withstand a short outage to the database in the event of hardware or instance failure.  Clusterware limited the amount of time resources are unavailable and the current platform, which was Oracle Failsafe, was slower than Clusterware so the new architecture would be better than what was already in place.
Licensing

Any time a new environment is researched, licensing costs must be considered.  Since this was a complete change of operating system, file system, and cluster software research was done to see what the most cost effective solutions would be.
Oracle Cluster File System

Oracle developed the Cluster File System as an open source addition to the Linux community.  Since it is open source there is no licensing that is required. 
Red Hat Linux

Licensing for Red Hat was something new.  There was already a site license in place for Microsoft servers, but bringing in a new operating system was something that needed research.  This is something that is company specific, but in this case the decision was made to buy per server licenses.  As our infrastructure grows, this will be something that needs to be revisited.  For now we are still purchasing a new license for each server that is added.
Oracle Clusterware
Oracle’s only license requirement for Clusterware is that any server running Clusterware have an installation of the RDBMS and be licensed to run the RDBMS software.  The Clusterware license is part of the RDBMS license.  This is available for both Standard and Enterprise Editions, although the Standard license is limited.  Check with Oracle Sales for exact limitations.
One reason for choosing Clusterware over Real Application Clusters is the cost.  For Real Application Clusters running under the Enterprise Edition of the RDBMS there is a separate per-CPU license cost.  For this implementation it was determined that the extra cost was not necessary because the business did not require the added features.

Building the Environment

One thing we found when building the environment was that it is very much a team effort between several teams.  In our case, the SAN administration, server builds, and operating system setup is all completed by the System Administration team.  The Database Administrators are responsible for Oracle Cluster File System, Clusterware, and the database.  There are pieces, however, that need support to set up between the teams.  
Physical Hardware Setup

The servers that make up the cluster were all ordered with four network interfaces.  This allowed for redundancy in the private, intra-cluster network and communication to the public network.  In this instance, the intra-cluster communication is using a crossover cable.  There are future plans for using a virtual LAN for intra-cluster communication.  This would allow for more than two nodes in the cluster.  Using a crossover limits the cluster to only two nodes and is actually not recommended by Oracle.  
Storage area network connectivity is also redundant.  The SAN has two switches connected to the disk subsytem.  Each cluster node has a single connection to each of the SAN switches.  This allows for redundancy as well as a performance increase.  Data can be retrieved via either connection to the SAN based on current usage.

Besides connectivity to the SAN, each node has multiple internal hard drives that are hardware mirrored.  Those internal drives are used for the operating system, swap, and temp space.  They are also used for the local Oracle homes on each node. 

Install the operating system

Operating system installation is the responsibility of the System Administration team.  There was some information that needed to be provided to the system administrators in order for a smooth setup.  Most of the information needed is in the Oracle documentation.  
Creating and Assigning SAN Drives

Your SAN administrator will need to assign LUNs to the cluster and make sure all cluster nodes have access to them.  For redundancy, all nodes in the cluster should have multiple paths to the SAN.  These setups are usually completed by the System Administration team when the cluster nodes are built.
Assigning Private and Public IP Addresses

For this installation we have two network interfaces that are teemed for the private cluster interface and two that are teemed for the public interface.  Usually the private interface is on a separate network from the public network or uses a crossover cable to ensure that intra-cluster communication is not slowed by the normal communication on the public network.  Each node will need a private IP address for the intra-cluster communication and a public IP address for the public network.  These should be assigned by a network administrator.  All addresses are required before the Cluster File System or Clusterware can be installed.
Packages and Kernel Parameters

Installing the correct packages and making sure the kernel parameters are set was one of the biggest issues with setting up the environment.  Lists of both are in the setup documentation for the cluster file system, Clusterware, and the RDBMS.  Coming up with an inclusive list took some time and a few trial and error runs.  Some of the confusion also comes in using 64-bit versus 32-bit.  Some of the packages need both so make sure to look in all setup documentation for the correct versions.  This is normally a System Administration function, but if your system administrators are not familiar with Oracle technologies, some of the packages or parameters may be unfamiliar.
Install Oracle Cluster File System

Oracle Cluster File system is available as a download from Oracle.  In order to install the Oracle Cluster File System, the appropriate download must be found to match the kernel version of the operating system.  Documentation can be found to help determine the appropriate version at the link below.  Once you have the correct version, the installation is relatively straightforward.  Installation documentation is also found at the following link.  Besides the Cluster File System itself, the OCFS console makes management much easier although command line management is available also.
http://oss.oracle.com/projects/ocfs2/
Install Oracle Clusterware
After the file system is installed and disks are mounted and ready to go, it is time to set up Clusterware.  Installation of Clusterware is included in the installation CDs for the RDBMS.  Go to the stage area where the RDBMS installation media is and run the installer.  One of the options is to install Clusterware.  More documentation on the installation can be found at the following link.
http://www.oracle.com/technology/products/database/clusterware/index.html
Install Oracle RDBMS

Oracle built its empire on the relational database.  The installer has gone through many, many revolutions and in this case it makes the setup pretty easy.  In the case of Clusterware, the install of the RDBMS cannot be made to shared disk and needs to be installed to all nodes of the cluster.  The Oracle installer knows this and allows you to do the install to both nodes at the same time.  Installing the RDBMS to each node separately makes rolling patch installations possible.  

Create Resources and Resource Groups

There are six Clusterware resources that that are used in this architecture: resource group, virtual IP address (VIP), listener, database, Enterprise Manager agent, and head.  Figure 1 shows a diagram of the dependencies between the resources.  The “head” resource controls the order of resource startup.
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Figure 1
In order to setup the resource within Clusterware you will need to pick one of the nodes to begin to do the work on.  The first steps are completed on only one node.  Before creating the resource groups you will need an IP address and a name for the resource group.  An entry in the local DNS server for the cluster group referring to the IP address will allow for TNS connection to the clustered database using just the cluster group name.
All Clusterware commands in this paper are supposed that the current directory is the Clusterware home.  Also, the environment variable ORA_CRS_HOME needs to be set to the Clusterware home.  Oracle documentation uses a different variable but the setup is the same.  The Clusterware home was created when Clusterware was installed above.
Database Creation

Use scripts or the Database Creation Assistant to create a new database.  To make it easier to register the database with a cluster group and fail over to another node, make sure that all the database files and the dump destinations are located on shared clustered disks.  A parameter file needs to be on each node in the normal $ORACLE_HOME/dbs directory.  The easiest way to manage the parameter file is to put either a pfile or an spfile on one of the clustered disks and put a pfile in the dbs directory pointing to the clustered file system with the spfile.  The pointer pfile needs to be copied to both nodes under each Oracle home.
Create Resource Group

The resource group is the basic part of the architecture that makes managing the resources easier.  This is a holder for the resources.  

$ ./crs_profile -create {GROUP_NAME} -t application \

   -a $ORA_CRS_HOME/crs/public/act_resgroup.pl -o ci=600
$ ./crs_register {GROUP_NAME}
Create Virtual IP Address (VIP)

Creating a virtual IP address allows connectivity to the database using only one connection string no matter where the database is currently being hosted.  The IP address and resource group name should be entered into DNS before creating the virtual IP.  After this process you should be able to ping the cluster group by name as well as by IP address.
$ ./crs_profile -create {GROUP_NAME}.vip -t application -r {GROUP_NAME} \

   -a $ORA_CRS_HOME/bin/usrvip -o oi=bond0,ov=10.10.1.16,on=255.255.0.0
$ ./crs_register {GROUP_NAME}.vip

The next steps need to be as root.  You have to be root in order to register a new IP address with the Linux operating system. 

# ./crs_setperm {GROUP_NAME}.vip -o root

# ./crs_setperm {GROUP_NAME}.vip -u user:oracle:r-x

Log out of the root user and start the vip as the Oracle owner.

$ ./crs_start {GROUP_NAME}.vip

At this point you can ping the new virtual IP address from either node and should be able to ping it from other servers or workstations.  If you can’t ping at this point, there is an issue that needs to be resolved before moving on to creating the listener.  

Testing the IP address is also possible by forcing the group to fail to another cluster node.  Since the VIP is reliant upon the resource group, the group should have started when the VIP was started above.  In order to test the failover, issue the following command:
$ ./crs_relocate –f {GROUP_NAME}
This should move the cluster group to the other node in the cluster and you should still be able to ping the IP address.  Also check the status of the cluster using the crs_stat command.  Output of crs_stat is provided as an example of how to check the status of all cluster resources.

$ ./crs_stat –t –v | grep {GROUP_NAME}
{GROUP_NAME}                           0/1   ONLINE     ONLINE on {HOST_NAME}
{GROUP_NAME}.vip                       0/1   ONLINE     ONLINE on {HOST_NAME}
Create Listener

Before adding a listener to the resource group an entry needs to be added to the listener.ora and tnsnames.ora in the $ORACLE_HOME/network/admin directory on both nodes.  This entry needs to include the correct IP address for the new application VIP.  See the example:
Listener.ora

LISTENER_{GROUP_NAME} =

   (DESCRIPTION_LIST = 

        (DESCRIPTION =

           (ADDRESS = (PROTOCOL = TCP)(HOST = {HOST IP ADDRESS})(PORT = 1521)(IP = FIRST))

        )

   )
Tnsnames.ora

LISTENER_{GROUP_NAME} =

        (ADDRESS_LIST =

                (ADDRESS = (PROTOCOL=TCP)(HOST={HOST IP ADDRESS})(PORT=1521))

        )

Once the edits are made to the listener setup files you can register the listener with Clusterware and start it.
$ ./crs_profile -create {GROUP_NAME}.listener -t application -r {GROUP_NAME} \

   -a $ORA_CRS_HOME/crs/public/act_listener.pl \

   -o ci=20,ra=5,osrv=LISTENER_{GROUP_NAME},ol=$ORACLE_HOME

$ ./crs_register {GROUP_NAME}.listener

$ ./crs_start {GROUP_NAME}.listener

Now that the listener is running, the database needs to be altered in order to register itself with the listener.  Log into the database as a user that has DBA privileges.  Issue the following command to update the spfile and the local instance with the listener information.
SQL> alter system set LOCAL_LISTENER='LISTENER_{GROUP_NAME}' scope=BOTH;

Now you can register the database with the cluster group and connect using TNS.  See the next section for registering the database.

Register Database with Cluster Group

In order for Clusterware to be able to fail the database between nodes, you must register it with the resource group.  You can register the database with Clusterware when the database is running, but in order for Clusterware to have a correct status you need to stop the database manually and then restart using a Clusterware command.
$ ./crs_profile -create {GROUP_NAME}.db_{DATABASE_NAME} -t application \

   -r {GROUP_NAME} -a $ORA_CRS_HOME/crs/public/act_db.pl \

   -o ci=20,ra=5,osrv={DATABASE_NAME},ol=$ORACLE_HOME,oflags=0,rt=600

$ ./crs_register {GROUP_NAME}.db_{DATABASE_NAME}
$ ./crs_start {GROUP_NAME}.db_{DATABASE_NAME}
Attempting to start `{GROUP_NAME}.db_{DATABASE_NAME}` on member `{HOST_NAME}`

Start of `{GROUP_NAME}.db_{DATABASE_NAME}` on member `{HOST_NAME}` succeeded.

Install the Oracle Enterprise Manager Agent

Monitoring the cluster groups and resources is an important part of a database administrator’s job.  Later, setting up monitoring of the cluster resource group will be discussed, but in order to monitor the group you must install the Oracle Grid Control Agent.  The agent must be installed on each physical node of the cluster which will register that node with the Oracle Grid Control management server.  After the agent is installed on the physical node, a separate install needs to be completed at the resource group level.

Create a directory on the clustered file system that the Oracle user has access to for the install of the resource group agent.  In our example, it is /u07/oracle.  Set the ORACLE_HOME variable to the new directory, adding agent10g to the end, and run the agent installer with the ORACLE_HOSTNAME parameter.  See example below:

$ export ORACLE_HOME=/u07/oracle/agent10g

$ cd /stage/emagent (this is the staged area where you copied the agent install files to)

$ ./runInstaller ORACLE_HOSTNAME={GROUP_NAME}

Make sure the ORACLE_HOME variable includes the agent10g directory which will be created by the installer.  During the install, the installer will detect the clustered environment and prompt for whether to do a cluster install or a local install.  Choose the local install to the application VIP DNS name.  Complete the install and, when prompted, put in the information for the agent to upload to the Oracle Management Service.  
Register the Enterprise Manager Agent

After the installer is complete on the resource group, you will now be able to add the agent as a resource to the resource group.  The agent is added as another resource to the same group that you added the database to.

$ ./crs_profile –create {GROUP_NAME}.emagent –t application \

   –a $ORA_CRS_HOME/crs/public/act_emagent.pl –o ci=20,ra=5,ol=/u07/oracle/agent10g

$ ./crs_register {GROUP_NAME}.emagent

$ ./crs_start {GROUP_NAME}.emagent

The resource group can now be managed through Grid Control as any other node and the database is now ready to be configured.  Configuration of the resource group and database is shown later in the paper.

Create Head Resource

The head resource is another resource group that controls the order that other resources within the parent group are started.  The –r parameter makes the head resource group rely upon whatever is listed and will start those resources in the order in which they are listed.  In this case, Clusterware will start the listener, Enterprise Manager agent, and databases before bringing the head resource group online.

Using a head resource group alleviates an issue that was experienced when the architecture was first implemented.  Clusterware doesn’t know what each resource is and therefore starts resources based on alphabetical order.  The issue was that the database would start before the listener.  Since the database registers with the listener based on the local_listener parameter, there was a delay in the ability to connect to the database after failover until the listener was started and the database registered itself.  Using the head to force the listener to start first, the database can register with the listener as soon as it starts.

$ ./crs_profile -create {GROUP_NAME}.head -t application \

-a $ORA_CRS_HOME/crs/public/act_resgroup.pl \

-r "{GROUP_NAME}.listener {GROUP_NAME}.emagent {GROUP_NAME}.db_{DATABASE_NAME}" \

-o ci=600
$ ./crs_register {GROUP_NAME}.head

$ ./crs_start {GROUP_NAME}.head

Attempting to start `{GROUP_NAME}.head` on member `{HOST_NAME}`

Start of `{GROUP_NAME}.head` on member `{HOST_NAME}` succeeded.
Since the head resource group is reliant upon the database, in order to stop the database, you also need to stop the head first.  If you don’t stop the head resource group, the stop of the database will fail.  For example:
$ ./crs_stop {GROUP_NAME}.db_{DATABASE_NAME}

CRS-1016: Resources depending on '{GROUP_NAME}.db_{DATABASE_NAME}' are running

CRS-0223: Resource '{GROUP_NAME}.db_{DATABASE_NAME}' has placement error.
You can use the –f option for the crs_stop command that will force any other resources to stop that are necessary when you stop the database.  For example:

$ ./crs_stop -f {GROUP_NAME}.db_{DATABASE_NAME}

Attempting to stop `{GROUP_NAME}.head` on member `{HOST_NAME}`

Stop of `{GROUP_NAME}.head` on member `{HOST_NAME}` succeeded.

Attempting to stop `{GROUP_NAME}.db_{DATABASE_NAME}` on member `{HOST_NAME}`

Stop of `{GROUP_NAME}.db_{DATABASE_NAME}` on member `{HOST_NAME}` succeeded.

To restart the database, you can then just start the “head” resource as this will automatically make sure that all resources it needs are start first.  For example:

[oracle@{HOST_NAME} bin]$ ./crs_start {GROUP_NAME}.head

Attempting to start `{GROUP_NAME}.db_{DATABASE_NAME}` on member `{HOST_NAME}`

Start of `{GROUP_NAME}.db_{DATABASE_NAME}` on member `{HOST_NAME}` succeeded.

Attempting to start `{GROUP_NAME}.head` on member `{HOST_NAME}`

Start of `{GROUP_NAME}.head` on member `{HOST_NAME}` succeeded.

Setup Challenges
This architecture was something new for ATC, but also fairly new to Oracle.  Most organizations that use Oracle’s Clusterware also run Real Application Clusters.  In fact, the first couple times that service requests were created for this architecture, we were told that it was not supported to run this way.  Those issues have since been ironed out within the Oracle support organization.  Of course there were other challenges along the way.
Learning Curve

The staff at American Transmission Co. had never used Linux, Cluster File System, or Clusterware before starting on this project.  We had a steep learning curve in order to figure out the installs and setups.  Issues with kernel parameters, operating system patches, and Cluster File System patches were experienced.  The system administration staff was sent to Linux training and spent a lot of time researching.  Database administration staff spent time doing a great deal of research.  We also had the opportunity to work with several people on Oracle’s staff to work through our issues.  Many of the lessons learned have been included in this paper as well as the updated documentation from Oracle.
Limited Documentation

When we started with the implementation the documentation was somewhat limited.  Also, some of the Clusterware documentation was integrated into the Real Application Clusters documentation.  This proved frustrating at times to try to pull the information from multiple sources.  The documentation has been vastly improved as more customers embark on installing this architecture.  
SSH/Networking Setups

Probably our largest challenge was in setting up the secure shell and networking between the cluster nodes.  Some of this was learning curve and understanding the public versus private network interfaces.  Other reasons were because of confusing documentation that has since been updated.  
Successes

We have had several successes in setting up this new environment.  It is much more stable and allows for the same failover protection that we had in the old Failsafe environment.  In most cases, the Clusterware resource groups fail over much quicker than the Failsafe groups.  Two major successes are outlined in a little more detail below.

Client Reconnections

OracleNet allows for reconnection attempts from clients when a database is failed over to a new node.  This reconnection allows for most clients to not even realize that a failover has occurred.  An example TNSNAMES entry is included that shows the reconnection attempt information for our example database and resource group.
{DATABASE_NAME} =

  (DESCRIPTION = 

    (ADDRESS = 

      (PROTOCOL = TCP)

      (HOST = {GROUP_NAME})

      (PORT = 1521)

    )

    (CONNECT_DATA = 

      (SERVER = DEDICATED)

      (SERVICE_NAME = {DATABASE_NAME})

      (FAILOVER_MODE= 

        (TYPE=select)

        (METHOD=basic)

        (RETRIES=40)

        (DELAY=5)

      )

    )

  )

Any DML statements that are underway at the time of a failover will be rolled back and any queries will fail, but a retry of the statement will cause the reconnect to happen and the statement will be rerun.  Assuming the client was not actively issuing any statements at the time of failover, the client will not even know a failover has occurred.  This is a large improvement over the previous architecture when clients were forced to stop and restart whatever application they were using in order to reconnect to the database.

Better Memory Allocation

Using 64-bit technology has allowed for more physical memory to be installed in the cluster nodes.  This also allows us to allocate more memory to the databases and run more databases on each node.  Most of our applications have never been CPU bound, but memory bound.  Allocating more memory to the database also allows us to get more use out of our investment in technology.
Monitoring

Oracle Grid Control is setup very well for monitoring Clusterware clusters.  If Grid Control is already installed in the environment, it is easy to integrate the Clusterware groups into the monitoring environment.  
Before you configure the database you will need to set the dbsnmp user password and unlock the account.  This is done at the database level through SQL.  Once the password has been changed and the dbsnmp account unlocked, you can log into Grid Control and configure the database.
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Change the monitor password on the configure screen to the password that was just set at the database for the dbsnmp user.  Click the “Test Connection” button to make sure the password was entered correctly.
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Click “OK” on the review screen and the database will be configured.
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Configuration information is being gathered and saved in the Management Service repository.
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Configuration is complete and you can click “OK”.
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Reset Reference Collection

Diagnostic Summary Space Summary High Availability
ADDM Findings ~No ADDM run available: Database Size (GB) 0,928 Instance Recovery Time (sec) 9
Alet Log  No ORA:- errors Problem Tablespaces 0 LastBackup nla
‘Segment Advisor Recommendations ~ Details Flashback Logging ~ Disabled
Space Violations v 0
Dump Area Used (%) 15

VAlerts
Catogory [AT¥I0) Crcal 0 Waming 0

(No alerts)





This example shows the database with the host shown as the cluster group and using the cluster group listener.

Backup and Recovery

Disaster recovery is an important part of any architecture.  Unfortunately, Clusterware does not make disaster recovery any easier except for hardware failure.  If one node crashes with a failure, Clusterware will automatically fail the databases to the other node.  This does not take care of the event of a data center loss.  
Data Guard is currently in use to take care of disaster recovery.  Archive logs are transferred to a hot site and applied to standby databases.  The standby servers are not currently clustered, but could be.  If a cluster was being used for standby, you would create a resource group similar to what has been described in this paper and use that resource group as the host for the TNS connection to transmit the logs.

Remaining Challenges

Although this architecture has been extremely successful, we have several remaining challenges that are being worked through.  

Patching

Clusterware has made applying patches to the database a little more complex, although it allows for less downtime.  Since most patches require all databases running under a home to be shutdown during patching, the outage can be longer than actually needed.  Using Clusterware, all databases can be manually failed to a single node, and the other node can be patched.  Then the databases can be failed back to the patched node and any post installation scripts can be applied to the database.  This can be a little challenging to keep everything clear and making sure the correct node is being patched at the correct time.  Also, OPatch and the Oracle Installer, know that the environment is clustered and will attempt to install the patches or upgrades to both nodes at the same time.  Care needs to be taken to make sure that the answers to OPatch install the patch to just one node at a time.
Support

When the architecture was first installed, there were several issues contacting Oracle Support.  A couple times we were told that our architecture was unsupported because Clusterware was only supposed to be installed if you were also using Real Application Clusters.  This has improved somewhat, but it is still somewhat difficult to get directly to a support engineer that is able to assist with issues.  Once Support realizes that issues are Clusterware and Linux related, the Service Requests are forwarded to the correct group and issues are resolved relatively quickly.
File System Performance

There are several notes that describe the difference between a “cooked” file system and raw file systems.  Normal file systems, like ext3 on Linux, use cache at the operating system level to increate I/O performance.  An example of this is a report that ran in five hours on a standalone Linux server using ext3 file system, but did not finish after running for over 24 hours in the clustered environment.  The work around is to tune your database cache to allow for more of the database to be stored in memory.  After more than doubling the database cache, the report finished in eight hours in the clustered environment.  This is still something we are working on and would have to be evaluated on an individual basis to see if the performance issues could be worked around.  For the most part, the system performs very well and we are working to rewrite several reports to take better advantage of the architecture.
Conclusion

Even though there were several setup challenges, and we are still working through some learning curves, the Clusterware architecture has been a success.  The ability to failover the databases manually or if they are forced to failover keeps our uptime where we need it to be.  Since clients rarely know that the databases failed to another node our client satisfaction has increased.  If true 7x24 uptime is not required, this architecture is a viable, cost-effective solution.  










14





Paper #109


_1265454211.vsd
{GROUP_NAME}.db_{SID}
(Database)


{GROUP_NAME}.vip
(Virtual IP)


{GROUP_NAME}
(Resource Group)


{GROUP_NAME}.listener
(Listener)


{GROUP_NAME}.emagent
(Enterprise Manager agent)


{GROUP_NAME}.head
(Resource Group for controlling startup order)



