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Introduction To ASM

ASM (Automated Storage Management) is Oracle’s tool for file system and volume management—introduced in 10GR1 in early 2004 and enhanced in 10GR2 in the summer of 2005 and then again in 11GR1 in fall of 2007. ASM can store database files, temporary files, redo logs, archived logs, control files, RMAN backups, datapump dumpsets, flashback files, server parameter files, Dataguard configuration files, RMAN change tracking files, etc. What cannot be stored are Oracle installation’s software binaries, the Oracle cluster registry (OCR), the voting disk for RAC, database instance log files for alerts and traces (udump and bdump), etc. ASM can store the server parameter file (spfile) and export data pump set files but not a regular parameter file (pfile) or export data pump logs  or traditional export dump files. 

There is no separate license needed to use ASM. Its software is integrated with Oracle RDBMS installation media. Although the same Oracle base directory (ORACLE_HOME) can be used for the database as well as ASM, the best practice is to install Oracle for ASM in a separate home, so that it can be upgraded or patched independently.  A 10G database can have all, part, or none of its files in ASM. Also, a database can have its files distributed between different locations—ASM, file systems, and raw device—all mixed together.  In order to use ASM your Oracle database version needs to be 10G. More on the version question later. 

ASM is supported as part of the RDBMS software and hence is supported for all platforms, operating systems and releases where Oracle database is supported. Since ASM is solely used to store Oracle database files, it has no use to store other regular purpose files. 

With ASM there is no need to purchase volume management or file system management software, and, for RAC, ASM eliminates the need to purchase a clustered filesystem. However for RAC systems, ASM is used in almost all  places instead of a clustered filesystem or RAW device for the following reasons.

· Starting with 10G, Oracle clusterware CRS is a required component for RAC, which means Oracle clusterware is needed even if there is separate clusterware present on the systems. If you choose clustered filesystem, any clustered filesystem (including Oracle’s own OCFS) needs cluster software underneath it. Thus introducing a 3rd party clustered filesystem in 10G RAC introduces two possible scenarIOs. Either – Oracle CRS needs to be integrated with the 3rd  party clustered filesystem – a very difficult customization if not difficult/out-of-vendor support task. Or – you have to deal with two cluster software on the box – something everyone wants to avoid. 

When Oracle CRS and this second clusterware do not agree on the health of the cluster, they might try to take conflicting actions at the same time – like one tries to shut a node and another tries to bring it up. Another risk is if the 3rd party clusterware may insist a node is alive whereas oracle finds it dead – after a 10 minute interval, oracle will evict the node from its CRS.  Using ASM  which easily integrates with Oracle CRS, the need for the 2nd clusterware is eliminated. Thus, for RAC, it is strongly recommended to use ASM. It is also possible to use OCFS instead of ASM but OCFS was not designed for  database storage and Oracle does not recommend using it for database storage.

· An example of a vendor clusterware with Oracle's is for Sparc platforms, you can have Sun clusterware, Fujitsu-Siemens or Veritas Storage Foundation for Oracle RAC – in addition to mandatory oracle CRS.

· Oracle Database Standard Edition can be licensed on server clusters that have a maximum capacity of four processors altogether. Real Application Clusters is not included as an option for Standard Edition for releases prior to 10G. Oracle Database Standard Edition 10G RAC requires the use of ASM to manage the data stored in Oracle Database. Third-party clusterware management solutions are not supported for this purpose nor are third-party volume managers and file systems.

Oracle Position on 3rd Party Cluster File System Support

· Oracle fully supports Automatic Storage Management (ASM) and OCFS2 on RAC 10G. 

· Oracle supports RAC with 3rd party Cluster File Systems once the validation process has been completed by 3rd party Operating System or System vendor and this validation has been approved via Oracle Certification Process. However the 3rd party and not Oracle (not its unbreakable Linux support) will support this filesystem.

Oracle Position on 3rd Party Clusterware Support  on  Linux

· Oracle RAC 10G on Linux is supported only with Oracle Clusterware.

· Oracle provides Unbreakable Linux Support only with Oracle Clusterware.

Disk Geometry
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All disks are made essentially of circular platters made of glass substrate or aluminum coated with magnetically corrosive media. Each platter has two surfaces to store data and each is serviced by separate heads. Each surface is divided into concentric tracks and each track into sectors of 512 byte sectors. A cylinder is a logical grouping of  tracks on all platters that all heads can read without moving. 

For Western Digital 250GB Sata Drive WDC 2500KS – from the vendor,

Formatted Capacity250,059 MB[image: image17.jpg][
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Capacity250 GB[image: image2.png]



Interface - SATA 3 Gb/s[image: image3.png]



Disk Buffer – 16 MB

User Sectors Per Drive - 488,397,168

Please note that “User Sectors” reduces the usable space – 488397168*512 bytes = 232.89 GB.

bubunse:~ # fdisk -l /dev/sda

Disk /dev/sda: 250.0 GB, 250058268160 bytes

255 heads, 63 sectors/track, 30401 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes............

In this example,  if you calculate for all cylinders combined, 30401*16065*512 bytes = 232.89 GB

Assuming 255 heads means 127 platters, each platter holds 1.83 GB.

Drive performance from the vendor 

Transfer Rates[image: image4.png]


Buffer To Host (Serial ATA) 3 Gb/s (Max)

Transfer Rate (Buffer To Disk) 972 Mbits/s (Max) 

So the buffer makes the performance 3 times faster.

The latency of the disk drive is the time that the platter takes to come to the right track to read after the head has moved to the right cylinder. It relates directly to the rotational speed.  At 7200 RPM, the time it takes to go one round is 60/7200 second or 8.3 Milliseconds. The average latency is half that, 4.2 ms.

The seek time from one track to its adjacent one is around 0.4 ms but average seek time is 5-7 ms and full stroke – from the outermost to the innermost is 10 to 12 ms. Although there are thousands of tracks on a platter it is not thousand times   - because of delay in drive motion. 

 Disk performance equates to rotation speed for circular motion and seek time for radial motion plus some command overhead time. With faster disks the rotation time decreases drastically. If possible it is desired to have higher RPMs, lower disk capacity and more disk / disk heads for better performance. However disk vendors are coming up with faster and bigger drives. So faster and smaller is not a practical choice. A bigger cache helps. There are other technologies like reducing the head's radial speed to match with rotational speed of the platter ( Western Digital's IntelliSeek™) that helps a bit too.
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Physical IO Path from the CPU to the Storage System
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Within A Disk Subsystem

Storage System Architecture

The main disk drive interfaces are IDE, SCSI, SATA, FC and SAS. IDE controller and drive electronics are in the drive itself, it is half duplex and maxes out at 133 MB/Sec. Parallel SCSI allows a maximum of 16 devices on the bus, 320 MB/Sec speed at half duplex. SATA-2 is uses ATA command set but with a smaller cable, transfers at 200 MB/Sec. It is often used as a low cost backup storage solution.  FC uses serial data transfer, for distances over 10 KM, at a high rate – 400 MB/Sec full-duplex. FC has three different disk topologies -point to point, arbitrated loop and fabric. Fabric is most common in big data centers. SAS is based on SCSI and is next generation, enabling duplex 600 MB/sec.

The disks can be attached to the host as DAS, NAS, SAN or iSCSI. Direct Attached Storage ( DAS ) is the cheapest to start with, but space utilization is a challenge and moving storage to another host is not possible. 

NAS offers file level IO over TCP/IP network example – NFS, Microsoft's CIFS ( common internet file system ) , Apple's AFP ( apple file protocol ). NAS stands over a file server in that it has a bare-bone OS,  easy to expand, can serve clients of different OS and has tools to manage backups. It is inexpensive but IO access is at a file level and  can use significant network resource. 

SAN is expensive, requires special network and switches ( and HBA  on hosts ) to connect. It offers block level IO – simultaneous access to several hosts and transfer speed upto 4 GB/sec. HBA is a card on PCI/ PCI-x/PCI-e slot transmitting data along the SCSI Bus at 2 or 4 GB/sec maximum. An ethernet NIC relies on host cpu for flow control, frame sequence and assembly. Whereas HBA relieves that to application specific integrated circuit (ASIC) firmware. 
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iSCSI Storage Infrastructure

iSCSI embeds SCSI-3 commands into TCP/IP packet and communicates through regular ethernet switch , router and IP networks. The advantage of iSCSI over NAS is that it uses block level data transfer.  However TCP was not designed to handle high speed, high throughput, low latency block data transfers. There is cpu overhead for using TCP stack for iSCSI using regular NIC – it requires 60-90% cpu for 1 GHZ cpu for line rate performance. In TOE NIC ( TCP Offload Engine ) the TCP/IP processing is offloaded to the special NIC. But the SCSI commands are still handled by the host cpu – which is what iSCSI HBA does resulting in less than 10 percent cpu overhead.

The storage arrays have read and write cache area and a battery backed cache to help performance. The cache also helps prefetching data for sequential access.

There are different levels of RAID – RAID0 is striping, RAID1 is mirroring. RAID0 +1 first stripes the disks then mirrors it. RAID1 +0 first mirrors it then stripes it. In case of the first one, if a drive is lost, the entire mirror member is unavailable – i.e. half the disks are unusable. In the second case, if a disk is lost, only its mirror member looses half its disk – other disks maintain redundancy. This it is preferred. Under RAID5, parity is stored with the data and unlike RAID3, the parity is not on a dedicated disk -  it is striped along with data on all disks. If a disk is lost, data is restored based on parity information. However if two disks are lost at the same time then it cannot help. RAID6 comes in there – it calculates a second independent parity scheme. It provides good data protection but there is more write penalty to calculate the parity.
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Infiniband Architecture

InfiniBand replaces the PCI bus with a serial network.  In InfiniBand the devices communicate by means of messages, with an InfiniBand switch forwarding the data packets to the receiver in question. The communication is full duplex and a transmission rate of 2.5 Gbit/s in each direction is supported. If we take into account the fact that, like Fibre Channel, InfiniBand uses 8b/10b encoding, this yields a net data rate of 250 MByte/s per link and direction. InfiniBand makes it possible to bundle four or twelve links so that a transmission rate of 10 Gbit/s (1 GByte/s net) or 30 Gbit/s (3 GByte/s net) is achieved in each direction.

Infiniband uses Remote Direct Memory Access ( RDMA ) where two or more computers can communicate between their memories. There is no CPU, no cache, no context switching involved. It also enables network adapters to transfer data to or from application memory – no need CPU, context switches or caches. 

How Oracle Issues IO Request

There are two types of files – raw device or filesystems. RAW access goes through a character device and bypasses the  internal page cache. The IO call is passed on directly to the SCSI driver. Filesystem are block device, and IO request goes through an internal page cache. Each page in the cache stores at least one filesystem page. The filesystem is capable of coalescing several IO requests to a single large call for better performance. 

Oracle issues two kinds of IO – sequential and random. Random IO is typical for OLTP systems and is measured in IO rates – number of IO calls issued. Sequential is typical of DSS systems and is measured in throughput. 

RAW device access is in direct IO mode but filesystems can also have direct IO – usually more efficient for sequential data access using pre-fetches. 

Synchronous IO is the usual IO where the called is blocked and gets an interrupt from the device driver when the IO call is complete. Asynchronous IO is preferred and should be used if available where the caller is not blocked. 

ASM Installation And Creating the instance 

ASM is installed with Oracle software. The best practice calls for separate Oracle Home for ASM, database and clusterware. If the versions of all three are not same then the recommendation is that the CRS be at the highest level, followed by ASM and then RDBMS. One ASM disks are identified launching dbca will create the ASM instance. During installation you choose the initialization parameters and SYS password. 

 Here are step by step instructions to prepare your first ASM instance in a simple, single node case:

1. Install Oracle, preferably a separate Oracle home just for ASM 

First time when you want to create ASM devices, In order to use ASM, The Oracle CSS must be configured and started. 

Run $OH/bin/localconfig add from root to start CSS. 

# ./localconfig add

/etc/oracle does not exist. Creating it now.

Successfully accumulated necessary OCR keys.

Creating OCR keys for user 'root', privgrp 'root'..

Operation successful.

Configuration for local CSS has been initialized

Cleaning up Network socket directories

Setting up Network socket directories

Adding to inittab

Startup will be queued to init within 30 seconds.

Checking the status of new Oracle init process...

Expecting the CRS daemons to be up within 600 seconds.

Cluster Synchronization Services is active on these nodes.

        bubunse

2. Cluster Synchronization Services is active on all the nodes.

3. Identify devices that would be “ASM disks.” These are typically partitions of disks—carved out either by fdisk on Unix or logical disk manager—diskmgmt.msc on Windows. The device needs to be owned by the oracle user for Unix or the Oracle installation owner needs to be an administrator on the Windows server.  A “disk” could be partition of a disk, a LUN, a network file system, etc.

4. Create a pfile for ASM instance, where the only mandatory parameter is INSTANCE_TYPE=ASM. The default instance_name +ASM works fine for single nodes, for RAC you need to change it to +ASM1, +ASM2 etc. for the nodes. Optionally you can specify ASM_DISKSTRING—the OS path for ASM disks. There are default disk strings for different OS. ASM memory requirement is around 100MB. 

5. Once ASM instance is mounted, create a diskgroup. A disk group contains several disks and is equivalent to a file system. A minimum of one diskgroup is required. It is recommended to have 2 disk groups for most installations —one for data and the other for flash recovery.  However if there is a need to separate the storage among the databases, you will need more diskgroups. 
6. Once a diskgroup is created, say DATA, then that disk group can be used by any Oracle instance for creating files by the path ‘+DATA’. 

ASM instance Upgrade, Security, Backup

The Upgrade process for ASM is simply a software upgrade. The 11G DBUA utility copies the password file and init.ora files, updates oratab and grants SYSASM role SYSUSER. The diskgroups are kept untouched and those can be upgraded for compatibility separately.

11G onwards Oracle supports rolling upgrades for RAC instances. On the first instance, you put its ASM instance into rolling upgrade mode. Ensure it went to that mode by issuing a query.

SQL> alter system start rolling migration to 11.2.0.2 ;                                 

SQL> select SYS_CONTEXT ( 'sys_cluster_properties', 'cluster_sate' ) “State” FROM dual ;

State

Rolling Migration

Next, ensure that no rebalance is in operation and CRS version >= ASM version >= RDBMS version. On node 1, shut down all instances including ASM and bring up ASM from the new Oracle Home. Now repeat this process of putting the instance in rolling migration mode and restart on all nodes. Once done, take the ASM instances off of rolling migration. Please note while the rolling upgrade is in place, you cannot add any disks or do a rebalance. 

SQL> alter system stop rolling migration to 11.2.0.2 ;                                 

SQL> select SYS_CONTEXT ( 'sys_cluster_properties', 'cluster_sate' ) “State” FROM dual ;

State

Normal

Access to ASM is authenticated by OS only i.e. there is no regular database users associated with an ASM instance since it has no real system data file on its own. In 10G in order to get into SQLPLUS to an ASM you need SYSDBA  privilege, granted typically through dba group. Users of dba group has SYSDBA privileges  on all RDBMS instances and ASM instances. In 11G – this is changed – SYSDBA is deprecated. It still works but you get a message in the alert log.

WARNING: Deprecated privilege SYSDBA for command &apos;STARTUP

There is a new SYSASM role – to help separate roles between ASM and RDBMS administrators if need be.  SYSOPER has all the privileges on ASM instance including shutdown and startup, making diskgroups available. However it cannot create diskgroups or add/drop/resize disks.  You can create a separate userid for SYSOPER operation even though there is no such OS user. The password file needs to be created prior to this and is updated with the new user information.

oracle@bubunse:~> id sumit

id: sumit: No such user

SQL> create user sumit identified by sumit ;

ERROR at line 1:

ORA-01990: error opening password file ''

oracle@bubunse:~> orapwd file=/opt/oracle/product/11.1/db_1/dbs/orapw+ASM entries=2 password=xxxxx.

SQL> create user sumit identified by sumit ;

SQL>  grant sysasm, sysoper, sysdba to sumit ;

SQL> select * from v$pwfile_users ;

USERNAME                       SYSDB SYSOP SYSAS

------------------------------ ----- ----- -----

SYS                            TRUE  TRUE  TRUE

SUMIT                          TRUE  TRUE  TRUE

SQL> conn sumit/sumit as sysoper

Connected.

For Windows, oracle runs typically under the local system or Administrator user, and the SYSOPER and SYSDBA groups are hardcoded with ORA_OPER and ORA_DBA respectively.

RDBMS files residing in ASM can only be backed up using RMAN. The destination can be another ASM diskgroup (typically, the flash recovery area), a filesystem or any media management library which pushes files to external media. 

ASM instance itself has no data file on its own that needs to be backed up. However you should make sure you have a list of all ASM disks and disk groups in a secure place. In case the disks need to be recreated on the same or another server this would be handy. In addition the pfile and the alert log file should be backed up. In 11G, this is easier with an md_backup command. 

ASMCMD> md_backup -b asm.backup -g dg1

Disk group to be backed up: DG1

The file name comes after -b option and is created in the current directory. You can specify several groups at once each with a -g option. Alternately if you omit it all disk groups are reported. The default file name is ambr_backup_intermediate_file. It lists disk names, paths, sizes, diskgroup name, asm and rdbms compatibility, AU size, redundancy, followed by all the templates and its stripe type.  If this file is used to restore diskgroups, the data in those disks would need to be restored separately using rman from the RDBMS instance. 

The following example below recreates the disk group with a different name. It looks inside the file for dg1 diskgroup and then names it to dg2. It preserves all the templates and their properties.

SQL> drop diskgroup dg1 ;

oracle@bubunse:~/SQL> asmcmd md_restore -t newdg -b asm.backup -g 'dg1' -o 'dg1:dg2'

Current Diskgroup being restored: DG1

Current Diskgroup name replace by: DG2

Diskgroup DG2 created!

System template ASM_STALE modified!

......

System template DATAFILE modified!

ASM Initialization Parameters 

The following initialization parameters are meaningful only for ASM instances. Among them the INSTANCE_TYPE is the only mandatory parameter.

INSTANCE_TYPE=ASM—this is the only mandatory parameter for ASM instances to distinguish that it is an ASM instance and not “RDBMS”—the default type.

ASM_DISKSTRING—the diskstring is the path that ASM will look for, as candidate disks. If left to null, there are OS dependent strings like /dev/raw/raw* for Linux. Typically these ASM disks are character devices and Oracle (the owner of ASM instance) is the owner. In case of NAS filesystem it would be a block device. It is recommended that you use ASMLIB routine and create ASM disks, and not use this diskstring for reasons outlined later.

ASM_DISKGROUPS—these are the diskgroups that ASM instance will automatically mount when brought up. There is no default value, and once disk groups are created for your ASM instance, set this parameter to all the disk groups like DATA_GRP, and FR_GRP.

ASM_POWER_LIMIT—This a number ranging from 0 to 11 indicating how much resource ASM allocates for IO rebalance when a disk is added to or removed from a diskgroup. The default value of 1 is recommended and higher the number, faster would be the rebalance operation. Note that you can override the power limit on a case by case basis when you add or remove a disk by specifying the power limit as part of your alter disk group command.

SGA parameters— For 11G, use AMM ( Automatic Memory Management where SGA + PGA of an instance is managed from a MEMPRY_TARGET parameter. In order to use this in Linux. /dev/shm is required on Linux. The default value of MEMORY_TARGET is 256M, ranges from 152M to MEMORY_MAX_TARGET. For 10G, these numbers are sufficient for most systems - 

DB_CACHE_SIZE = 64 MB

SHARED_POOL_SIZE = 128 MB

LARGE_POOL _SIZE = 12 MB 

PROCESSES—this parameter is recommended to be 25+ (10+x)n, where n is the number of databases using ASM. and x is the maximun number of concurrent database file creations and extensions possible. File creations could be extending a tablespace or creating a new one, archive log file being generated or RMAN backups. 

DIAGNOSTIC_DEST – For 11G, the standard dum destinations are deprecated. You specify one parameter here and oracle creates files underneath it. The default value of this parameter is ORACLE_BASE or ORACLE_HOME if it is not defined. The structure of the directory specified by DIAGNOSTIC_DEST is as follows:

<diagnostic_dest>/diag/<instance_type(rdbms/asm)/<dbname>/<instname>

This location is known as the Automatic Diagnostic Repository (ADR) Home. The v$diag_info view shows different directories for dumps. 

DESTINATIONS – For 10G, specify the destination parameters per your standard.

There are two data files created under $ORACLE_HOME/dbs directory.

hc_<SID>.dat is used by Enterprise Manager to determine instance health. 

ab_<SID>.dat – is generated when the ASM instance starts. The RDBMS instances use this to get the environment information for ASM. If the file is removed then the RDBMS will not be able to connect to ASM. Notice the effect of removing this file below. 

bubunse:/opt/oracle/product/11.1/db_1/dbs # strings  hc_+ASM.dat

DO NOT DELETE OR OVERWRITE THIS FILE!!!

+ASM

bubunse:/opt/oracle/product/11.1/db_1/dbs # strings  ab_+ASM.dat

..... all environment variables.

$ rm $ORACLE_HOME/dbs/ab_+ASM.dat

SQL> startup

ORA-01078: failure in processing system parameters

ORA-01565: error in identifying file '+SDA9/prd11/spfileprd11.ora'

ORA-17503: ksfdopn:2 Failed to open file +SDA9/prd11/spfileprd11.ora

ORA-15055: unable to connect to ASM instance

ORA-15055: unable to connect to ASM instance

Thus these two files are important to run ASM. Trying to bring up ASM instances on 11G with default AMM,

SQL> connect /as sysoper

Connected to an idle instance.

SQL> startup

ORA-00845: MEMORY_TARGET not supported on this system

Messages in the alert log -- WARNING: You are trying to use the MEMORY_TARGET feature. This feature requires the /dev/shm file system to be mounted for at least 285212672 bytes. /dev/shm is either not mounted or is mounted with available space less than this size. Please fix this so that MEMORY_TARGET can work as expected. Current available is 0 and used is 0 bytes

Create that partition, make an entry in /etc/fstab to make it permanent across reboots.  ASM_DISKSTRING parameter is set as  /dev/asmdisk/*

bubunse:~ # mount -t tmpfs shmfs -o size=7g /dev/shm

echo “shmfs                  7340032         0   7340032   0% /dev/shm” >>/etc/fstab


SQL> show parameter asm_diskstring

asm_diskstring                  /dev/asmdisk/*

ASM Background Processes 

The Background Processes with their brief descriptions in order of their startup are - 

PMON - The process monitor (PMON) performs process recovery when a user process fails.

VKTM (virtual keeper of time – new in 11G) is responsible for providing a wall-clock time (updated every second) and reference-time counter (updated every 20 ms and available only when running at elevated priority).

DIAG (diagnosability- new in 11G) process performs diagnostic dumps and executes global oradebug commands.

PSP0 (process spawner) spawns Oracle processes.

DIA0 (diagnosability process -new in 11G) (only 0 is currently being used) is responsible for hang detection and deadlock resolution.

MMAN is used for internal database tasks.

DBWn The database writer process (DBWn) writes the contents of buffers to datafiles. The DBWn processes are responsible for writing modified (dirty) buffers in the database buffer cache to disk.

LGWR The log writer process (LGWR) maintains the ASM Active Change Directory (ACD) buffers from the ASM instance and flushes ACD change records to disk. 

CKPT The checkpoint process manages cross-instance calls in RAC.

SMON  System Monitor – monitors the system and acts as a liaison to the CSS for node monitoring

RBAL  - Rebalance coordinates rebalance activity for disk groups. It performs a global open on  disks.

GMON maintains disk membership in ASM disk groups – when they are dropped or made offline.

Every 10G database using ASM has an ASMB and a RBAL background process. ASMB communicates with ASM instance – you can see one ASMB session from each RDBMS instance logged on to ASM instance in v$session. RBAL coordinates rebalance activity. There is only one RBAL running normally but during rebalance operation many can be spawned. These ASMB and RBAL processes have sessions connected to ASM instance all the time. The ASM instance itself has RBAL but no ASMB process.

For 11G,  ASM has a new background PROCESS called o000 for an RDBMS instance. 

Disk  Redundancy, Failures, Attributes

ASM by default does striping  among the disks within a diskgroup. With normal redundancy each disk is mirrored and striped—giving a software RAID 10 like configuration. With “high” redundancy each disk has two copies and with external redundancy it has none—typically done where SAN is used where the storage is already protected with some form of RAID. 

The ASM mirroring is unique – it mirrors at an extent level. When it allocates a primary extend to a disk, it allocates a mirror copy to another disk in a separate failure group for that extent. If you have two controllers,   each controller can be a failure group, so so that a single disk failure or a single controller failure resulting in loss of access to all its disks protects the other side completely. However the default failure group setup is that each disk gets its own diskgroup and is sufficient for most systems. Oracle reads data from the primary extent unless it is unavailable. Every disk has approximately the same number of primary and secondary extents. Here a diskgroup is created with 4 disks and thus 4 disks. The following query shows that for evey extent on a disk, its mirror extent is in one of the 3 other disks. And each disk has equal number of primary extents.

SQL> create diskgroup dg1 disk '/dev/asmdisk/sda6', '/dev/asmdisk/sda7', '/dev/asmdisk/sdb6', '/dev/asmdisk/sdb7' ;

Diskgroup created.

SQL>  select k.disk, k.NUMBER_KFDPARTNER "Mirror Extent", a.failgroup from  x$kfdpartner k, v$asm_disk a where k.grp = 3 and a.group_number = 3 and k.NUMBER_KFDPARTNER = a.disk_number order by disk ;

     DISK Mirror Extent FAILGROUP

---------- ------------- ------------------------------

         0             3 DG1_0003

         0             1 DG1_0001

         0             2 DG1_0002

         1             2 DG1_0002

         1             3 DG1_0003

         1             0 DG1_0000

         2             1 DG1_0001

         2             0 DG1_0000

         2             3 DG1_0003

         3             2 DG1_0002

         3             0 DG1_0000

         3             1 DG1_0001

Oracle 10G always reads the data from the primary extent if it is available. However in the case of a stretch cluster or metro-cluster, it is possible storage is kept at two places far apart. In that case, accessing a remote disk through a wide area storage network could be significantly slower. In 11G, there is a new parameter ASM_PREFERRED_READ_FAILURE_GROUPS. When you create a disk group, specify two failure group – one for each site in such a way that all the disks for a particular failure group are local to that site. Now for the ASM instances,  specify this parameter in init.ora like this

+ASM1.asm_preferred_read_failure_groups = data_dg.fg1

+ASM2.asm_preferred_read_failure_groups = data_dg.fg2.

So instance will read the fg1 disks and instance 2 will read fg2, regardless of which extent is primary.

By default, each disk is its own failgroup. However if you have two controllers, then you can have two failgroups, one side of mirror for each, 

ASM_SQL> create diskgroup dg1 normal redundancy failgroup controller1 disk ‘ORCL:NR1’ failgroup controller2 disk  ‘ORCL:NR2’ ;

Once a redundancy is set at a disk group level, it cannot be changed other than recreating the entire group. Each disk within a group is utilized at the same percentage level. The best practice is to use equal sized disks/LUNs which means all LUNs are always utilized equally. 

In Oracle 10G, an ASM disk is made offline and is dropped following a transient disk error like loose connection, power failure etc. Any disk drop starts a rebalance within the diskgroup. Depending on haw many disks had the failures ( or if it was a loose HBA – many disks ) - this could be significant.  Once this temporary error is fixed, the disks need to be added back to the diskgroup – to the same failgroup – with the force option. If the disk was physically replaced then it needs to be added without the force option. And the disk name has to be new – ASM does not allow the same disk name to be used. 

In 11G, the Fast Disk Resync Feature allows a grace time to fix the transient error issue and then repair time is only proportional to the number of extents written since  the failure. This grace time is set by DISK_REPAIR_TIME, an attribute set at the diskgroup level. If the disk is repaired before this time then ASM resynchronizes the disk when it comes back online. If the time exceeds, then the disk is made offline and is dropped. 

SQL> col compatibility format a15

SQL> col database_compatibility format a15

SQL> select type, name, compatibility, database_compatibility from v$asm_diskgroup_stat where group_number = 3 ;

TYPE   NAME                           COMPATIBILITY   DATABASE_COMPAT

------ ------------------------------ --------------- ---------------

NORMAL DG1                            10.1.0.0.0      10.1.0.0.0   

SQL> alter diskgroup dg1  set attribute 'COMPATIBLE.ASM' = '11.1' ;

SQL> alter diskgroup dg1  set attribute 'COMPATIBLE.RDBMS' = '11.1' ;

SQL> select type, name, compatibility, database_compatibility from v$asm_diskgroup_stat where group_number = 3 ;

TYPE   NAME                           COMPATIBILITY   DATABASE_COMPAT

------ ------------------------------ --------------- ---------------

NORMAL DG1                            11.1.0.0.0      11.1.0.0.0

Once there is a problem accessing the disk, the repair timer starts ticking. If the disk is fixed before the timer goes to zero it can be added back online. Meanwhile the alert log reports the warning every 3 minutes

SQL> select name, header_status, mount_Status, mode_Status, state, repair_timer from  v$asm_Disk where group_number = 3;

NAME                           HEADER_STATU MOUNT_S MODE_ST STATE    REPAIR_TIMER

------------------------------ ------------ ------- ------- -------- ------------

DG1_0001                       UNKNOWN      MISSING OFFLINE NORMAL            833

DG1_0000                       MEMBER       CACHED  ONLINE  NORMAL              0

WARNING: Disk (DG1_0001) will be dropped in: (651) secs on ASM inst: (1)

SQL> alter diskgroup dg1 online disk DG1_0001 ;

Now this disk group attribute for compatibility should be set with at least the Oracle release number i.e. 10.2 or 11.1 – it can be specified with more precision like 11.1.0.0 above, 

Notice that the two sides of mirror need not be the same always. When the database reads a block from the disk, it validates the checksum, the block number and some other fields. If the consistency check fails then Oracle can read from the other side of the mirror. If it finds a good copy it will try to write that to the other side. If the mirroring is done in the storage array it simply reads it again and when it fails, signals an error, The corrupt block is kept in the buffer cache to avoid repeated reads. How that error is handled is based on what type of file it is. 

ASM does not do any proactive polling of hardware like most volume managers. Usually there is enough IO in the system that such checks are unnecessary. When the OS returns an error on IO completion then only ASM thinks it is bad. It will take a disk offline ( starting the repair time in 11G if set ) on write errors not read errors. .

Version Compatibility, Disk Attributes, Allocation Unit

Starting in 11G, each disk group can have certain attributes. The view v$asm_attribute shows it – only if compatible.asm is set to 11.1.0.

SQL> col name format a20

SQL> col value format a20

SQL> select name, value from v$asm_attribute where group_number = 3 ;

NAME                 VALUE

-------------------- --------------------

disk_repair_time     4 H

au_size              1048576

compatible.asm       11.1.0.0.0

compatible.rdbms     11.1

When a RDBMS instance connects to ASM, it negotiates the highest version that can be supported between them. The compatibility is set at the instance level by COMPATIBLE parameter as well as ( in 11G) diskgroup level. The init.ora COMPATIBLE parameter defines what features are available for the instance. Using lower than your software version is not useful. These settings are stored in the disk metadata. COMPATIBLE.RDBMS dictates the minimum instance compatible version of an RDBMS that can connect to the ASM instance. These two compatible settings once advanced, cannot be rolled back. 

COMPATIBLE.ASM must always be greater than or equal to COMPATIBLE.RDBMS for the same disk group. For example, one can set COMPATIBLE.ASM for the disk group to 11.0 and COMPATIBLE.RDBMS for the disk group to 10.1. In this case, the disk group can be managed only by Automatic Storage Management software of version is 11.0 or higher, while any database client of version 10.1 or higher can use that disk group. The  disks /dev/sda6 and /dev/sda7 forms a disk group DG1 that can no longer be mounted from a 10.2 ASM instance. 

SQL> 1* select disk_number, substr(path,1,20), total_mb, free_mb, mount_Status, header_status, mode_status from v$asm_disk where group_number = 0

DISK_NUMBER SUBSTR(PATH,1,20)      TOTAL_MB    FREE_MB MOUNT_S HEADER_STATU MODE_ST

----------- -------------------- ---------- ---------- ------- ------------ -------

          1 /dev/asmdisk/sda6          8197          0 CLOSED  INCOMPATIBLE ONLINE

          2 /dev/asmdisk/sda7          8197          0 CLOSED  INCOMPATIBLE ONLINE

When we mount the DG1 disk group from an 11.1 instance, checking its space, the TOTAL_MB is the actual physical RAW space on the device. Copying the raw device to a filesystem file  using dd, we get 8197 MB space. 

SQL> select disk_number, substr(path,1,20), total_mb, free_mb, mount_Status, header_status, mode_status from v$asm_disk where group_number =3;

DISK_NUMBER SUBSTR(PATH,1,20)      TOTAL_MB    FREE_MB MOUNT_S HEADER_STATU MODE_ST

----------- -------------------- ---------- ---------- ------- ------------ -------

          1 /dev/asmdisk/sda7          8197       8142 CACHED  MEMBER       ONLINE

          0 /dev/asmdisk/sda6          8197       8142 CACHED  MEMBER       ONLINE         

oracle@bubunse:~> dd if=/dev/asmdisk/sda7 of=/mnt/backup/sda7 bs=1024000

oracle@bubunse:~> ls -l /mnt/backup/sda7

-rw-r--r-- 1 oracle oinstall 8595385344 2008-02-18 08:10 /mnt/backup/sda7

oracle@bubunse:~> ls -l /mnt/backup/sda7 |  awk '{print $5/(1024*1024)}'   

8197.2

Once the disk group is dropped it can be recreated with the same disks and the default value for the disk compatible attributes are 10.1.0.0.0

ASM allocation units are the most granular allocation on a per disk basis. ASM allocates the first extent at random to a disk then chooses another disk for the next AU. All disks are utilized at the same percentage level. Here we chose to use partitions NR1 and NR2 each of 1GB and NR3 of 2 GB to make the point. 

ASM_SQL> column pct_use format 99.9

ASM_SQL> select disk_number, label, total_mb, free_mb, total_mb - free_mb “USE_MB,” 100*(1- free_mb/total_mb) “PCT_USE”  from v$asm_disk where group_number = 3 ;

DISK_NUMBER LABEL                    TOTAL_MB    FREE_MB     USE_MB PCT_USE

----------- ------------------------ ---------- ---------- ---------- -------

          0 NR1                       1024       1005         19     1.9

          1 NR2                       1024       1013         11     1.1

          2 NR3                       2048       2023         25     1.2

Notice NR3 being a 2G device—double that of NR1 and NR2, when a file is created on this diskgroup the data is striped such that the percentage use on each disk is equal. It should be avoided as the disk with the bigger size needs to be performing at a proportional faster speed in order for IO not to slow down.

DB_SQL> create tablespace dg1 datafile ‘+dg1/dg1.dbf’ size 1500M ;

Tablespace created.

ASM_SQL> select disk_number, label, total_mb, free_mb, total_mb - free_mb “USE_MB,” 100*(1- free_mb/total_mb) “PCT_USE”  from v$asm_disk where group_number = 3 ;

DISK_NUMBER  LABEL                  TOTAL_MB    FREE_MB     USE_MB PCT_USE

-----------  ---------------------  ---------- ---------- ---------- -------

          0  NR1                     1024        629        395    38.6

          1  NR2                     1024        638        386    37.7

          2  NR3                     2048       1272        776    37.9

ASM spreads data into the disks within a disk group evenly. You can add or removed disks from disk groups without shutting down the connected databases. ASM automatically rebalances data across the disks after that, so that they are used equally. This administration feature is the highlight of ASM feature and what makes it so valuable.

Another way to look into that, counting the number of extents inside ASM disks, when the disk group is created new with nothing in it.

SQL> select group_kffxp "group#", disk_kffxp "disk#", count(pxn_kffxp) "asm_extents" from x$kffxp where group_kffxp = 3 group by group_kffxp, disk_kffxp ;

    group#      disk# asm_extents

---------- ---------- -----------

         3          0          38

         3          1          37

         3          2          37

         3          3          35

ASMCMD> du dg1

ASMCMD>

Total number of ASM extents is 147

Now we create a data file in this disk group with default size 100 MB and check the file size from RDBMS and the number of extents within each disk. 

Total number of ASM extents is 355. That is 208 more, from asmcmd 205 should be allocated to files – rest overhead. 

SQL> create tablespace dg1 datafile '+dg1' ;

SQL> select bytes/(1024*1024) from dba_data_files where tablespace_name = 'DG1';

BYTES/(1024*1024)

-----------------

              100

ASMCMD> du dg1

Used_MB      Mirror_used_MB

    102                 205

    group#      disk# asm_extents

---------- ---------- -----------

         3          0          89

         3          1          90

         3          2          90

         3          3          86

The stripe width comes in two forms—Coarse 1MB and Fine 128KB. For fine grained stripes each grain is interleaved into 8 Aus ( 128K*8 = 1MB ). The fine grained is meant or latency sensitive files like redo or flash back log files or for small files like control files. It is not good to use fine grained stripe for sequential access once the IO size exceeds 1 AU – 1 MB. The template described later lists the default file types and which one is fine grained among them. 

Each file requires meta data structures to describe the file extent locations. As the file grows so does this meta data and memory used to store file extent locations. In Oracle 11G the file extent size is variable for disk groups that has asm and rdbms compatibility at version 11. For the first 20000 extents it is 1 AU, from 20000 extents it is 8 AU and from 40000 and up it is 64 AU. So for standard 1 MB AU that means if the file size is less than 20GB, the file extent size is 1MB. If it is between 20 and 40 GB, it is 8MB and over 40 GB it is 64 MB. This variable file extent size is  similar to locally managed tablespace extent size. 

The allocation unit size (AU) can be changed. In 11G, it is an diskgroup level attribute. In 10G, you can  use two underscore parameters to change the AU size and the stripe size. 

“_asm_ausize” = 16777216

“_asm_stripesize” = 1048576 

Now any diskgroup created will show up as AU size = 16 MB in v$asm_diskgroup view. Now if you want still the files to be striped at 1 MB because Oracle's maximum file IO is 1 MB, you can alter the templates for the diskgroup such that every template is fine course, and file is set at 1 MB as above. Repeat this for every templates for the disk group.

SQL > alter diskgroup dg1 alter template backupset attributes (FINE) ;

Default Templates

When a disk group is created, ASM associates it with a set of initial system default templates that include default attributes for the various Oracle database file types like control files (CONTROLFILE) or data files (DATAFILE). A template creates a directory under the ASM directory structure and defines the width of striping for that type of file. The following table lists these default templates and their characteristics. It also shows what types of files can be stored in ASM. Remember that Coarse is 1MB and Fine is 128KB. The ASM Tag column indicates the file naming convention used by default.

	Database File Type
	ASM Default Template
	ASM File Type
	ASM Tag Assigned
	ASM Default Striping

	Archived Redo Logs
	ARCHIVELOG
	archive_log
	Parameter
	Coarse

	Archived Redo Log Backup Pieces
	BACKUPSET
	Backupset
	Specified by client
	Coarse

	Control Files
	CONTROLFILE
	Controlfile
	CF or BCF
	Fine

	Control File Autobackups
	AUTOBACKUP
	autobackup
	Specified by client
	Coarse

	Cross-Platform Converted Data Files
	XTRANSPORT
	N/A
	N/A
	Coarse

	Data Files
	DATAFILE
	Datafile
	<tablespace_name>_<file#>
	Coarse

	Data File Backup Pieces
	BACKUPSET
	Backupset
	Specified by client
	Coarse

	Data File Backup Image Copies
	BACKUPSET
	Datafile
	<tablespace_name>_<file#>
	Coarse

	DataGuard Broker Configurations
	DATAGUARDCONFIG
	drc
	drc
	Coarse

	DataPump DUMPSet
	DUMPSET
	dumpset
	dump
	Coarse

	Flashback Logs
	FLASHBACK
	rlog
	<thread#>_<log#>
	Fine

	Online Redo Logs
	ONLINELOG
	online_log
	log_<thread>
	Fine

	Server Initialization Parameters
	PARAMETERFILE
	init
	spfile
	Coarse

	TEMPFILEs
	TEMPFILE
	temp
	<tablespace_name>_<file#>
	Coarse


V$ Views for ASM

You can use these views to query information about Automatic Storage Management. The “_STAT” views read disk information from the cache and performs no disk discovery. They should be used if possible.

	View
	Description

	V$ASM_DISKGROUP
	In an ASM instance, describes a disk group (number, name, size related info, state, and redundancy type). In a DB instance, contains one row for every ASM disk group mounted by the local ASM instance. This view performs disk discovery every time it is queried.

	V$ASM_DISK
	In an ASM instance, contains one row for every disk discovered by the ASM instance, including disks that are not part of any disk group. In a DB instance, contains rows only for disks in the disk groups in use by that DB instance. This view performs disk discovery every time it is queried.

	V$ASM_DISKGROUP_STAT
	Has the same columns as V$ASM_DISKGROUP, but to reduce overhead, does not perform a discovery when it is queried. It therefore does not return information on any disks that are new to the storage system. For the most accurate data, use V$ASM_DISKGROUP instead.

	V$ASM_DISK_STAT
	Has the same columns as V$ASM_DISK, but to reduce overhead, does not perform a discovery when it is queried. It therefore does not return information on any disks that are new to the storage system. For the most accurate data, use V$ASM_DISK instead.

	V$ASM_FILE
	In an ASM instance, contains one row for every ASM file in every disk group mounted by the ASM instance. In a DB instance, contains no rows.

	V$ASM_TEMPLATE
	In an ASM or DB instance, contains one row for every template present in every disk group mounted by the ASM instance.

	V$ASM_ALIAS
	In an ASM instance, contains one row for every alias present in every disk group mounted by the ASM instance. In a DB instance, contains no rows.

	V$ASM_OPERATION
	In an ASM instance, contains one row for every active ASM long running operation executing in the ASM instance. In a DB instance, contains no rows.

	V$ASM_CLIENT
	In an ASM instance, identifies databases using disk groups managed by the ASM instance. In a DB instance, contains one row for the ASM instance if the database has any open ASM files.

	V$ASM_ATTRIBUTES (11G)
	V$ASM_ATTRIBUTE displays one row for each attribute defined. In addition to attributes specified by CREATE DISKGROUP and ALTER DISKGROUP statements, the view may show other attributes that are created automatically.




ASM Startup and Shutdown

Since the ASM instance needs to be brought up before any Oracle database that uses it, it is important to understand the startup and shutdown procedure. ASM, even in single instance cases, requires CSS (cluster synchronization service). It maintains synchronization between ASM instance and database instances. In RAC the full CRS (cluster ready software) is installed including CSS. When a node joins or leaves the cluster, it notifies other nodes. ASM, after startup, registers itself with CSS. 

Inter-node communication between the RAC nodes using the private interconnect (the same method used for “Cache fusion”) is used to keep CSS and hence ASM information in sync.  CSS is a demon run as OCSSD in Linux. . It runs as a service (OracleCSSService) on Windows.

The CSS daemon is normally started (and configured to start upon reboot) when you use Database Configuration Assistant (DBCA) to create your database or create your ASM instance. The installer asks you to run this as root—only if CSS is not already configured.

$ORACLE_HOME/bin/localconfig add

This localconfig script, can be used to (1) add CSS—when installing the first Oracle home for database on the node, (2) delete—when the last one is removed, or (3) reset—when the CSS needs to move from one Oracle home to another. When added, it creates an OCR—Oracle cluster registry under $ORACLE_HOME—even for single nodes. Installing ASM first on its own ORACLE_HOME looks like this: 

[oracle@phiw921 oracle]$ echo $ORACLE_HOME ; cat /etc/oracle/ocr.loc

/opt/oracle/product/10.2.0/asm

ocrconfig_loc=/opt/oracle/product/10.2.0/asm/cdata/localhost/local.ocr

local_only=TRUE

The same OCR, for a RAC node, looks different. It is on a shared (non-ASM) device. It could be clustered filesystem but in this case, it is raw.

[oracle@ustlsehu420 oracle]$ cat ocr.loc

#Device/file  getting replaced by device /dev/raw/ocr2.dbf

ocrconfig_loc=/dev/raw/ocr1.dbf

ocrmirrorconfig_loc=/dev/raw/ocr2.dbf

For windows, it is a registry entry called Hkey_Local_Machine\Software\Oracle\ocr

Ocrconfig_loc           reg_sz                  D:\Orant_db\cdata\localhost\local.ocr

Local_only              reg_sz                  true

For RAC, ASM, like other database instances and listeners, is under cluster control and CRS ensures that ASM instances come up before the database instances. For non-RAC, in order to bring up regular database instances automatically, you have to add startup scripts under the system startup area. For windows, you can make your database service startup automatically and at the same time be dependent on ASMservice.

If you did not use DBCA to create the database, you must ensure that the CSS daemon is running before you start the ASM instance. To check if CSS is running—on Linux or Unix or from a DOS prompt: 

[oracle@phiw921 bin]$ crsctl check cssd

CSS appears healthy

ASM Operations

ASM Rebalances data every time a disk is added, dropped or lun size increased – unless the rebalance power is set to zero. If the server crashes in the middle of a rebalance it starts up on reboot or in case of RAC, on a surviving node. The default rebalance power is 1 which means ASM does 1 MB synchronous read followed by 1 MB synchronous right and repeats it. Reads can proceed from the old location but writes can be stalled.  

When an RDBMS wants to open a file, it sends a file open request to the ASM instance via one of the o00n processes. ASM gets the extent map of the file, and sends the entire extent map of the file to 10G RDBMS instance. In 11G, the first 60 extents are sent and subsequent ones are sent on demand. ASM knows all files are that are open or in use, and this will not allow to dismount a diskgroup when a database is using it. Opening SPFILE is different – since there is no SGA for RDBMS instance then. It issues a proxy IO through ASMB process of ASM instance. After RDBMS reads the spfile, it creates SGA, closes the proxy open and opens again through normal method.

ASM has different types of meta data files that are stored in the ASM disk itself and is required by ASM for its operation. Some of them are file directory, disk directory, Active Change Directory (ACD), Continuous Operations Directory (COD) etc. These files do not show up in v$asm_file The ACD is the log that is similar to transaction redo log and is used to perform crash recovery on metadata structures. COD trances  long running operations like file creations and rebalance operations. Its role is similar to that of an undo tablespace. 

Disk Discovery Rules

Disk discovery is perhaps the biggest hurdle for a DBA to get familiar with ASM. ASM can identify a disk—which is typically a partition of a disk, a LUN attached to external storage or SAN/ NAS. A logical volume can be presented as a disk, although it is not recommended as it introduces an unnecessary layer in IO code path.  ASM can identify a disk in two ways

1. by looking up the OS with its “asm_diskstring” parameter

2. if you are using ASMLIB libraries, from the disks created using ASM. 

There are some limitations, however.  ASM does not discover a disk if it contains an OS partition table and can only find a maximum of 10,000 disks. In case a disk header matches as a datafile header, the disk is discovered but it cannot be added to a disk group until the “Force” option is given. Such a disk appears in V$ASM_DISK with a header status of FOREIGN.

As an example, look into the case where a regular disk stamped with ASMLIB and OCR appears in ASM. The RAID1_D1 is part of a diskgroup—group number 1—while OCR is not. The header_status foreign indicates it contains non-ASM data (OCR). Mount status is closed, i.e. the disk is present in the system but not accessed by ASM, as opposed to being a member of a disk group.

ASM_SQL>  select group_number Group_No, mount_status M_Status, header_Status H_Status, mount_date M_date, substr(path,1,20) path from v$asm_disk where disk_number <1  ;

  GROUP_NO      M_STATU H_STATUS      M_DATE              PATH

----------      ------- ------------  -----------------   --------------------

         0       CLOSED  FOREIGN                          /dev/raw/ocr1.dbf

         1       CACHED  MEMBER       05-feb-2007 12:29   ORCL:RAID1_D1

         2       CACHED  MEMBER       05-feb-2007 12:29   ORCL:RAID5_D1

The different value of header status in v$asm_disk_stat and its meanings.

 FOREIGN - Disk contains data created by an Oracle product other than ASM. This includes datafiles, logfiles, and OCR disks.

UNKNOWN - Automatic Storage Management disk header has not been read

CANDIDATE - Disk is not part of a disk group and may be added to a disk group with the ALTER DISKGROUP statement

INCOMPATIBLE - Version number in the disk header is not compatible with the Automatic Storage Management software version

PROVISIONED - Disk is not part of a disk group and may be added to a disk group with the ALTER DISKGROUP statement. The PROVISIONED header status is different from the CANDIDATE header status in that PROVISIONED implies that an additional platform-specific action has been taken by an administrator to make the disk available for Automatic Storage Management.

MEMBER - Disk is a member of an existing disk group. 

FORMER - Disk was once part of a disk group but has been dropped cleanly from the group. It may be added to a new disk group with the ALTER DISKGROUP statement.

CONFLICT - Automatic Storage Management disk was not mounted due to a conflict

The mount_status can have different values as follows 

· MISSING - Automatic Storage Management metadata indicates that the disk is known to be part of the Automatic Storage Management disk group but no disk in the storage system was found with the indicated name

· CLOSED - Disk is present in the storage system but is not being accessed by Automatic Storage Management

· OPENED - Disk is present in the storage system and is being accessed by Automatic Storage Management. This is the normal state for disks in a database instance which are part of a Disk Group being actively used by the instance.

· CACHED - Disk is present in the storage system and is part of a disk group being accessed by the Automatic Storage Management instance. This is the normal state for disks in an Automatic Storage Management instance which are part of a mounted disk group.

· IGNORED - Disk is present in the system but is ignored by ASM because of one of the following:

· The disk is detected by the system library but is ignored because an ASM library discovered the same disk

· ASM has determined that the membership claimed by the disk header is no longer valid

· CLOSING - ASM is in the process of closing this disk

The most common mistake in ASM is when it discovers the same device more than once. This is possible when using multipath software like EMC PowerPath with dual HBAs—so a LUN is accessible through both. To avoid this situation, you should use pseudo device names with multipath software as discussed below. In other cases, restrict the ASM_DISKSTRING parameter so it sees only one path. 

ASMLIB is a support library tool, recommended but not required to run ASM. This tool, which Oracle provides free of charge for Linux, it is a kernel level device driver for the ASM disks, and helps to discover the disks, providing more information about the storage and enables more efficient IOs. 

In general, ASMLIB helps in disk discovery, IO processing and Performance, reliability. However please note that the storage vendors may provide a more efficient way of accessing the storage. For example, EMC PowerPath 4.4.x does not support Oracle ASMLib. Do not install Oracle ASMLib and PowerPath on the same host.

Oracle Standard IO imposes OS CPU overhead partly because of mode and context switches. ASMLIB reduces the number of transitions from kernel to user mode by employing a more efficient IO scheduling and call processing mechanism. A single call to ASMLIB can handle multiple IOs. In addition, all the processes of an RDBMS instance can use one IO handle. Every file and device currently open on the system has an open file descriptor and ASMLIB reduces the number of file descriptors reducing the chance to run out of the limit. Also the open/close operations are reduced and as a result databases start up faster. 

You can obtain ASMLIB here—http://www.oracle.com/technology/tech/linux/ASMLIB/index.html. For Redhat Linux there are 3 packages to install in this order: asm-support, asm, and ASMLIB. 

bubunse:/etc/sysconfig # rpm -qa | grep asm

oracleasm-2.6.16.46-0.12-smp-2.0.3-1

oracleasm-support-2.0.3-1

oracleasmlib-2.0.2-1

oracleasm-2.6.16.46-0.12-default-2.0.3-1

Once the ASMLIB is loaded, you need to start it and ensure it will come back up with system reboot. can create ASM disks as root like this

ubunse:/etc/sysconfig # rpm -qa | grep asm

bubunse:/etc/sysconfig # /etc/init.d/oracleasm enable

Writing Oracle ASM library driver configuration:                      done

Loading module "oracleasm":                                           done

Mounting ASMlib driver filesystem:                                    done

Scanning system for ASM disks:                                        done

bubunse:/etc/sysconfig # /etc/init.d/oracleasm start

Scanning system for ASM disks:                                        done

bubunse:/etc/sysconfig # /etc/init.d/oracleasm status

Checking if ASM is loaded:                                            running

Checking if /dev/oracleasm is mounted:                                running

bubunse:/etc/sysconfig # chkconfig --list | grep asm

oracleasm                 0:off  1:off  2:on   3:on   4:off  5:on   6:off

bubunse:/etc/sysconfig # /etc/init.d/oracleasm createdisk sda7 /dev/sda7

For a RAC, the disks are created on the one node first, and for all other nodes, you can simply scan the disks and then they are listed.

[root@phiw921 ~]# /etc/init.d/oracleasm scandisk

Scanning system for ASM disks                                            [  OK  ] 

[oracle@phiw921 ~]$ /etc/init.d/oracleasm listdisks

NORAID_1

NORAID_2

RAID1_1

RAID1_2 

Once created, these disks are visible to ASM and you no longer are relying on ASM diskstring parameter or setting up access using raw device access.

If you want to reverse engineer which device is NORAID_1, Let’s query the ASM disk first. Then based on the major and minor device numbers, we will list under /dev directory.

[oracle@phiw921 ~]$ /etc/init.d/oracleasm querydisk NORAID_1

Disk “NORAID_1” is a valid ASM disk on device [8, 49]

[oracle@phiw921 ~]$ ls -la /dev | awk ‘$5 ~ /8/  {print $0}’ | awk ‘$6 ~ /49/ ‘

brw-rw----   1 root disk     8,  49 Jan  5 11:10 sdd1

Notice that using ASMLIB you don’t have to create a raw device anymore. ASM recognizes the /dev/sdd1 partition as “NORAID_1” disk. There is no more need to worry about file permissions now that the disk is accessed using ASMLIB and not standard SYSTEM library. You can, however, see the permissions in a special directory. Notice that the ownership is already set to oracle.

[oracle@phiw921 oracleasm]$ ls -l /dev/oracleasm/disks

total 0

brw-rw----  1 oracle dba 8, 49 Jan  5 11:10 NORAID_1

brw-rw----  1 oracle dba 8, 50 Jan  5 11:10 NORAID_2

brw-rw----  1 oracle dba 8, 33 Jan  5 11:10 RAID1_1

brw-rw----  1 oracle dba 8, 34 Jan  5 11:10 RAID1_2

Thus, installing ASMLIB and using the stamped disk names makes it easier to avoid the default ASM disk strings like /dev/raw/raw* for Linux and ensures that a device is not seen twice by ASM. After all, you cannot create two ASM disks for the same device. 

Please note, when using multipath software like EMC’s PowerPath, use the pseudo device names as opposed to OS path names because using OS paths you will find two paths pointing to the same device. Now let’s take a small detour to discuss how to use ASM stamped disks and raw devices interchangeably. The two key things ASM writes to a disk are its tag and label. Querying the same two devices as before, we have 4 disks--two are mirrored using hardware raid controller and two are not.

ASM_SQL> select group_number gn, disk_number dn, name, substr(library,1,40) library, substr(path,1,20) path from v$asm_disk where disk_number = 0 ;

GN       DN      NAME       LIBRARY                                   PATH

------   ----    ---------- ----------------------------------------  ------

    1       0    NORAID_1   ASM Library - Generic Linux, version 2.0  ORCL:NORAID_1

    1       1    NORAID_2   ASM Library - Generic Linux, version 2.0  ORCL:NORAID_2

    2       0    RAID1_1    ASM Library - Generic Linux, version 2.0  ORCL:RAID1_1

    2       1    RAID1_2    ASM Library - Generic Linux, version 2.0  ORCL:RAID1_2

Every ASM disk has its own internal data stamped, and its two key pieces are—its Tag and Label. All ASM disks have a tag “ORCLDISK” but the label (the column name in v$asm_disk) is added only if the ASMLIB was used to create the disk. When a disk is moved from ASMLIB access to raw device access, it sees the tag, ignores the label and can use it without any problem. However if you want to take an existing raw device and then add it later to ASMLIB, it refuses to add it—since it knows it is already a disk looking at the tag but finds no label. In that case, ensure that there is no useful data in that disk, shutdown ASM and then do a “rename” disk to any label you want using the oracleasm renamedisk command. Technically the disk had no label to start with but it is still considered a rename. Once renamed, if the system is part of a RAC then an oracleasm scandisks command on other nodes finds the disk and it is ready to be used via ASMLIB. Be careful to ensure that the disk group is empty before renaming it. 

On Linux, you can use a loop device to map a block device to an OS file and use it as an ASM disk. This is not recommended for production use but can be useful for testing and educational purposes. It can be used for clusters also, but a file (not shared) is accessible to only a single ASM instance with limited use for RAC.

We create a directory /asm and there, create a file of 1 GB. We will map a loop device to this file. 

[root@phiw921 asm]# mkdir /asm

[root@phiw921 asm]# dd if=/dev/zero of=/asm/lodev1 bs=1M count=1024

[root@phiw921 asm]# losetup /dev/loop1 /asm/lodev1

[root@phiw921 ~]# /etc/init.d/oracleasm createdisk FDISK_1 /dev/loop1

Marking disk “/dev/loop1” as an ASM disk:                  [  OK  ]

[root@phiw921 ~]# /etc/init.d/oracleasm listdisks | grep FDISK_1

FDISK_1

Alternately you can use mknod command to create special files that would be used as the asm disk string

bubunse:/dev/asmdisk #  ls -l /dev/sda9

brw-r----- 1 root disk 8, 9 2008-02-15 23:58 /dev/sda9

bubunse:/dev/asmdisk # mkdir /dev/asmdisk

bubunse:/dev/asmdisk # cd /dev/asmdisk

bubunse:/dev/asmdisk # mknod sda9 b 8 9

bubunse:/dev/asmdisk # chown oracle:dba sda9

Disk Best Practices

About the size of ASM disks – the disks should be sized such that you do not have to too many disks (on the smaller side) or you do not have to deal with such a large disk that adding a disk is doubling your storage (one disk per diskgroup). 50 to 100GB is common sizes. The theoretical minimum size is 4MB, maximum is 4096 TB.

Each disk should be partitioned – leaving 1 MB off the top before presenting to ASM. The partition is created for several reasons.

1) To skip the OS level or volume table of contents (VTOC). Some OS require an OS label before it is used.

2) It is a placeholder identifying that the disk is in use – to avoid accidental misuse or overwrite.

3) To align ASM stripes with storage internal stripes where the array striping is a power of 2. See below.

For example, Oracle issues a lot of 1 MB IO. If there 4 disks stripped with 256K, then this IO will engage all 4 drives if it is aligned. If not, it will engage 5 disks – which for the extra disk, may improve the latency of one particular IO but would decrease the overall throughput of the disks. Some OS may make it difficult to control the alignment. On Linux, not on Solaris, you can start the asm disk on block zero of the LUN but a system administrator can still run a fdisk on it and destroy it. 

Performance Comparison Between ASM and Non-ASM

A database can have all, any, or no part of its components in ASM storage area. It is possible simultaneously to create tablespaces on raw device, ASM, and filesystem. In tests sing the same table structure—6719552 rows, 708 MB, full table scan statistics—about 600K consistent gets and 90K physical reads, the time taken on filesystem 182.24 seconds, on ASM 182.63, and on raw device 181.59. The difference is negligible. When comparing performance between ASM and non-ASM storage, please keep in mind that regular filesystem storage has filesystem cache, which ASM (with implicit direct IO) does not have. So you have to add the filesystem cache to RDBMS instance memory SGA cache to do a fair comparison. 

Enhancements in ASM in 10GR2 as Compared to Release 1

1. In Release 1, the same ASM instance could not manage RAC and single instance databases. This restriction is lifted in release 2.  

3. In addition, 10GR2 Oracle clusterware does not require an Oracle RAC license. So, using clusterware ( and no RAC ), you can have a cluster created where each node has its own single instance databases, but the storage is shared between all the nodes via the ASM running on each ( and CSS, clusterware as explained above ).  This way, you can easily re-distribute storage between the nodes without removing hardware or taking the nodes down.

4. If your ASM instance is 10.2 then the database has to be 10.1.0.3 or later. With this restriction, the database version and ASM version can be any combination of 10GR1 and RR2. However when the database and ASM versions are different, then as in v$asm_client, the compatibility version drops down to the lower version. This view shows data from the connected instance—ASM or database —database—but the compatibility refers to the compatibility of ASM for that connection. Notice, below, how the instance_name changes depending on where the query is run.  

ASM_SQL> select group_number gn, substr(instance_name,1,12) instance, db_name, substr(software_version,1,12) sw_version, substr(compatible_version,1,12) compat_version from v$asm_client where db_name = ‘dbbartpr’ ;

        GN     INSTANCE    DB_NAME             SW_VERSION           COMPAT_VERSI

---------- ------------    --------------     ------------          ------------

         1    dbbartpr1    dbbartpr           10.2.0.3.0            10.2.0.3.0

         2    dbbartpr1    dbbartpr           10.2.0.3.0            10.2.0.3.0

DB_SQL> select group_number gn, substr(instance_name,1,12) instance, db_name, substr(software_version,1,12) sw_version, substr(compatible_version,1,12) compat_version from v$asm_client where db_name = ‘dbbartpr’ ;

        GN  INSTANCE       DB_NAME             SW_VERSION            COMPAT_VERSI

---------- ------------    --------------      ------------          ------------

         1    +ASM1        dbbartpr            10.2.0.3.0            10.2.0.0.0

         2    +ASM1        dbbartpr            10.2.0.3.0            10.2.0.0.0

5. Installing ASM in a separate Oracle home on its own was difficult in R1.

6. You can install and configure ASM using DBCA, install ASM instance without creating a database, or do it where a database is already running.

7. Enterprise Manager offers an ASM migration utility. It uses RMAN to migrate the control files, data files, redo log files and optionally the backups and archives too. You can do it online and offline and watch the progress of the migration.

8. Starting with R2, besides SQLPlus to ASM and using EM, asmcmd can be used to manage diskgroups. This is a command line utility that can be easily scripted to report on diskgroups, files, free space, client databases etc. The same information can be obtained from a SQLPlus connection to the ASM instance. 

9. In addition, using XMLDB virtual folders, ASM data structures—from the disk groups to directories and files—are all visible under /sys/asm virtual folder. These are virtual folders—the ASM folder is not actually stored in XML format in any databases. Using XML database protocols like FTP and HTTP, folders and files are accessible or can be copied out. 

10. DBMS_FILE_TRANSFER utility has been enhanced in R2 to incorporate copy of files from ASM to OS and vice versa. In R1, it was able to copy between two ASM locations or between two OS locations only.

ASMCMD Tool and XML DB Access 

To use asmcmd all you need to do in Unix is to export ORACLE_SID variable to ASM instance and ORACLE_HOME to its Oracle home of ASM instance. 

[oracle@phiw921 ~]$ asmcmd

ASMCMD> lsct

DB_Name   Status        Software_Version  Compatible_version  Instance_Name

clntst    CONNECTED           10.2.0.3.0          10.2.0.3.0  clntst

clntst    CONNECTED           10.2.0.3.0          10.2.0.3.0  clntst

hw7qa     CONNECTED           10.2.0.3.0          10.2.0.3.0  hw7qa

hw7qa     CONNECTED           10.2.0.3.0          10.2.0.3.0  hw7qa

hwdv      CONNECTED           10.2.0.3.0          10.2.0.3.0  hwdv

hwdv      CONNECTED           10.2.0.3.0          10.2.0.3.0  hwdv

ASMCMD> lsdg

State    Type    Rebal  Unbal  Sector  Block       AU  Total_MB  Free_MB  Req_mir_free_MB  Usable_file_MB  Offline_disks  Name

MOUNTED  EXTERN  N      N         512   4096  1048576    286097   241471                0          241471              0  DATA_GRP/

MOUNTED  EXTERN  N      N         512   4096  1048576    286097   213150                0          213150              0  FR_GRP/

Other commands:       

        cd

        du        find
        help
ls
lsct

        lsdg
        mkalias
mkdir
        pwd       rm
rmalias

You cannot delete an ASM file that is being used by a database—this is one more reason to use it. Also note that the directory and filenames are case insensitive. 

ASMCMD> pwd

+data/hw7imp/datafile

ASMCMD> ls

SOU.750.615288785

SYSAUX.257.607819975

SYSTEM.256.607819975

UNDOTBS1.258.607819975

USERS.259.607819975

USERS.887.613841987

WAS_DATA.701.612905083

rman_change_track.backup

ASMCMD> rm sou.750.615288785

ORA-15032: not all alterations performed

ORA-15028: ASM file ‘+data/hw7imp/datafile/sou.750.615288785’ not dropped; currently being accessed (DBD ERROR: OCIStmtExecute)

One can use asmftp tool to transfer file in and out of ASM using FTP. To do that, install XML database on a database where ASM resides. One option is to do it using OEM, database page, administration, XML database configuration. Or, one can do it in SQLPlus to a database that is using the ASM instance. Either way, find two empty ports—one for FTP and one for HTTP. Run it on a regular Oracle database. 

DB_SQL > @$ORACLE_HOME/rdbms/admin/catxdbdbca.sql 7777 8888

Once run, use FTP to transfer files use a valid account on the database with DBA rights—notice the directory structure under the /sys/asm folder—DISKGROUP/database.

[oracle@phiw921 ~]$ ftp -u localhost 7777

Connected to localhost.

220- phiw921

Unauthorised use of this FTP server is prohibited and may be subject to civil and criminal prosecution.

220 phiw921 FTP Server (Oracle XML DB/Oracle Database) ready.

ftp> user system

331 pass required for SYSTEM

Password:

230 SYSTEM logged in

ftp> cd /sys/asm

250 CWD Command successful

ftp> ls

227 Entering Passive Mode (10,129,80,238,128,158)

150 ASCII Data Connection

drw-r--r--   2 SYS      oracle         0 FEB 18 06:54 DATA_GRP

drw-r--r--   2 SYS      oracle         0 FEB 18 06:54 FR_GRP

ftp> cd /sys/asm/DATA_GRP/hwdv

ftp> bin

200  Type set to I.

ftp> get vmants_01.dbf

local: vmants_01.dbf remote: vmants_01.dbf

In a simple benchmark of speed of copy between asmftp and regular copy, average copy speed for copying a 2GB file—25 to 30 MB/sec, in a quiet system. It was copied from data_grp—RAID1_1 and RAID1_2—i.e. /dev/sdc1 and /dev/sdc2—essentially one single SCSI disk, sdc to /home/oracle, part of /dev/sda—another SCSI disk. A similar copy from sdb to sda, using dd works at 37 to 42 MB/sec. So, FTP copy using XML folder is about 25% slower than dd. 

Using ASM 

When storage is attached to a Windows server, first launch disk management by typing “diskmgmt.msc” at a command prompt, or right click on “My computer”  Manage  Storage  Disk Management. You can also do it on the command line—let’s try that first. This is the server configuration—Dell Poweredge 6850 / Intel Xeon 3 GHz 4 dual core CPUs / 8 GB memory / Windows 2003 Enterprise Edition SP1 

This is how the partitions look. Notice that there is no filesystem (no NTFS) on three partitions—G, H and I. These are candidates for ASM disks, once they are stamped as ASM disk, by using asmtoolg.exe (or command line asmtool.exe) for windows. It is a mandatory step for using ASM on windows. 

First, let’s see what disks we have and their partitions (“volume” here).

C:\Documents and Settings\Oracle>diskpart

Microsoft DiskPart version 5.2.3790.1830

Copyright (C) 1999-2001 Microsoft Corporation.

On computer: USTLSEHW045

DISKPART> list disk

  Disk ###  Status      Size     Free     Dyn  Gpt

  --------  ----------  -------  -------  ---  ---

  Disk 1    Online        34 GB      0 B

  Disk 2    Online       559 GB      0 B

 DISKPART> list volume

  Volume ###  Ltr  Label        Fs     Type        Size     Status     Info

  ----------  ---  -----------  -----  ----------  -------  ---------  --------

  Volume 0     Z                       CD-ROM          0 B  Healthy

  Volume 1     Y                       DVD-ROM         0 B  Healthy

  Volume 2                             Removeable      0 B  Healthy

  Volume 3     C   System       NTFS   Partition     14 GB  Healthy    System

  Volume 4     D   Tools        NTFS   Partition     20 GB  Healthy

  Volume 5     E   Oracle Soft  NTFS   Partition     20 GB  Healthy

  Volume 6     F   Oracle Admi  NTFS   Partition     20 GB  Healthy

  Volume 7     G                RAW    Partition    220 GB  Healthy

  Volume 8     H                RAW    Partition    200 GB  Healthy

  Volume 9     I                RAW    Partition     99 GB  Healthy

DISKPART> list disk

  Disk ###  Status      Size     Free     Dyn  Gpt

  --------  ----------  -------  -------  ---  ---

  Disk 1    Online        34 GB      0 B

  Disk 2    Online       559 GB      0 B

DISKPART> select disk 2

Disk 2 is now the selected disk. Let’s see the partitions within this 559GB disk.

DISKPART> list partition

  Partition ###  Type              Size     Offset

  -------------  ----------------  -------  -------

  Partition 1    Primary             20 GB    32 KB

  Partition 2    Primary             20 GB    20 GB

  Partition 3    Primary            220 GB    40 GB

  Partition 4    Extended           299 GB   260 GB

  Partition 5    Logical            200 GB   260 GB

  Partition 6    Logical             99 GB   460 GB

In order to see the name of the ASM disks marked with asmtoolg.exe ( or asmtool.exe ): 

C:\Documents and Settings\Oracle>asmtool -list

NTFS             \Device\Harddisk1\Partition1            14339M

NTFS             \Device\Harddisk1\Partition2            20332M

NTFS             \Device\Harddisk2\Partition1            20481M

NTFS             \Device\Harddisk2\Partition2            20481M

ORCLDISKDATA0    \Device\Harddisk2\Partition3           225286M

ORCLDISKBACKUP0  \Device\Harddisk2\Partition4           204805M

ORCLDISKARCHIVE0 \Device\Harddisk2\Partition5           101104M

Graphically this is how the disks and the partitions look: 
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And the picture using asmtoolg.exe gives you the asm disks lets you change labels, create disks etc—it is the counterpart of oracleasm binary run on Linux. 
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If this was a RAC on Windows then the very first step would have been to disable write caching on the device. Control Panel  Administrative Tools  Computer Management  Device Manager. Expand Disk drives on the right, right click on properties. Any disks that you use to store files, including database files that will be shared between nodes, must have write caching disabled.

Using ASM On Linux—SCSI Devices

ASM can manage either raw devices or the block device directly using ASMLIB.  You can choose either method (raw devices or ASMLIB). Here is our attempt on a Linux server—phiw921 configuration—Intel Xeon 2.7 GHz 4 CPU / 8 GB Ram / 300 GB of mirrored and 300 GB of un-mirrored direct attached storage / Dual NIC cards.

Without ASMLIB

1. First, partition the disk (SCSI in this example) and then configure raw devices (since not using ASMLIB)

 [root@phiw921 ~]# fdisk -l /dev/sdc

Disk /dev/sdc: 299.9 GB, 299999690752 bytes

254 heads, 63 sectors/track, 36616 cylinders

Units = cylinders of 16002 * 512 = 8193024 bytes

   Device Boot      Start         End      Blocks   Id  System

/dev/sdc1               1       18309   146490277+  83  Linux

/dev/sdc2           18310       36616   146474307   83  Linux

11. vi as root the raw devices file so the default raw device maps to these partitions.

[root@phiw921 ~]# vi  /etc/sysconfig/rawdevicesdevices 

Add entries for each raw device as:

/dev/raw/raw11   /dev/sdd1

/dev/raw/raw12   /dev/sdd2

12. Start the raw devices (to make sure they start upon next reboot) as root:

[root@phiw921 ~]# /etc/init.d/rawdevices  restart

Note that raw devices are set to automatically start on boot on Red Hat. To validate: 

[root@phiw921 ~]# chkconfig --list rawdevices

rawdevices      0:off   1:off   2:off   3:on    4:on    5:on    6:off

Now set the permissions as root for the raw device access, on all nodes:

[root@phiw921 ~]# chown oracle:dba /dev/raw/raw1[1-2]

Now for Linux, the default ASM disk string parameter is /dev/raw/raw*—so it will automatically find these disks and you can use them to form a diskgroup. Using the second method—ASMLIB (it is recommended to use ASMLIB).

With ASMLIB

Once ASMLIB is installed, you need to configure ASM as root one time:

[root@phiw921 ~]#  /etc/init.d/oracleasm configure

Now you can create ASM disks as root like this:

[root@phiw921 ~]# /etc/init.d/oracleasm createdisk  NORAID1 /dev/sdd1

 Creating Oracle ASM disk “NORAID1”                            [  OK  ]

For a RAC, the disks are created only on one node. All other nodes you can find the disks once you run a scandisks command:

[root@phiw921 ~]# /etc/init.d/oracleasm scandisk

Scanning system for ASM disks                                            [  OK  ] 

Using ASM on Linux—EMC PowerPath With EMC Symmetrix Storage

A typical storage connection from the database server to the SAN includes—on the server side one or more HBA, Interconnect (cable or patch cable), Hub or switch for Fiber channel, Interface (front end of storage system, like fiber adapter for EMC Symmetrix or storage processor SP for EMC Clariion  ) and interface ports—the backend of these adapters. With proper HA design, each of these are built redundant and PowerPath can manage paths to a logical device through any combination of each of these components. EMC’s Symmetrix is an active-active storage array whereas Clariion is active-passive as mentioned below. 

PowerPath works with the storage system to intelligently manage I/O paths. It supports multiple paths to a logical device, enabling it to provide:

· Automatic failover in the event of a hardware failure. PowerPath automatically detects path failure and redirects I/O to another path.


· Dynamic multipath load balancing. PowerPath distributes I/O requests to a logical device across all available paths, thus improving I/O performance and reducing management time and downtime by eliminating the need to configure paths statically across logical devices. It is particularly beneficial in cluster environments, as it can prevent operational interruptions and costly downtime

PowerPath groups all paths to the same logical device into a path set. PowerPath creates a path set for each logical device, and then populates the path set with all usable paths to that logical device In an active-active system, once PowerPath creates a path set, it can use any path in the set to service an I/O request. In an active-passive system, path sets are divided into two load balancing groups. The active group contains all paths to the interface to which the target logical device is assigned; the other group contains all paths to the other, non-assigned interface. Only one load-balancing group processes I/O requests at a time, and PowerPath load balances I/O across all paths in the active group. If a path in the active load-balancing group fails, PowerPath redirects the I/O request to another path in the active group. If all paths in the active load-balancing group fail, PowerPath reassigns the logical device to the other interface, and then redirects the I/O request to a path in the newly activated group.

From an application’s perspective, a path set appears as a single, highly available path to storage. PowerPath hides the complexity of paths in the set, between the host and the storage system. With the logical concept of a path set, PowerPath hides multiple HBAs, cables, ports, hubs, and switches.

The operating system creates native devices to represent and provide physical access to logical devices. A native device is path specific (as opposed to path independent) and represents a single path to a logical device. The device is native in that it is provided by the operating system for use with applications.

A PowerPath pseudo device represents a single logical device and the path set leading to it, which can contain any number of physical paths. There is one (and only one) pseudo device per path set.

It is strongly recommended to use the pseudo device names for ASM and not the native device names. Using pseudo device you are using the multipath IO failover and load balance. Also you are avoiding the scenario where ASM finds the same disk twice. In this server we have two HBAs.

 [root@ustlsehu420  ~]# powermt display paths class=symm

Symmetrix logical device count=18

==============================================================================

----- Host Bus Adapters --------- ------ Storage System -----    - I/O Paths -

### HW Path                            ID          Interface     Total    Dead

==============================================================================

   2 lpfc                         000187751096      FA 10cA         18       0

   3 lpfc                         000187751096      FA  7cA         18       0

It is showing that the host has two HBAs, both connecting to the same storage system which has a fiber adapter (it is Symmetrix) and has 18 devices in good condition.  

In the following listing, you can see that sdd and sdw are two physical paths for pseudo device emcpowerr. Since this EMC Symmetrix, it is active-active redundancy using PowerPath. So both HBAS are “active and alive.” 

 [root@ustlsehu420 ~]# powermt display dev=emcpowerr class=symm

Pseudo name=emcpowerr

Symmetrix ID=000187751096

Logical device ID=0109

state=alive; policy=BasicFailover; priority=0; queued-IOs=0

==============================================================================

---------------- Host ---------------   - Stor -   -- I/O Path -  -- Stats ---

### HW Path                 I/O Paths    Interf.   Mode    State  Q-IOs Errors

==============================================================================

   2 lpfc                      sdd       FA 10cA   active  alive      0      0

   3 lpfc                      sdw       FA  7cA   active   alive      0      0

There is a tool available for the AMD64 platform to give this and other information like the size of a LUN.

 [root@ustlsehu420 stage]# ./inq.LinuxAMD64 -f_emc

Inquiry utility, Version V7.3-733 (Rev 1.0)      (SIL Version V6.2.1.0 (Edit Level 733)

Copyright (C) by EMC Corporation, all rights reserved.

For help type inq -h.

...........................................................

-------------------------------------------------------------------------

DEVICE         :VEND    :PROD            :REV   :SER NUM    :CAP(kb)

-------------------------------------------------------------------------

/dev/sdd       :EMC     :SYMMETRIX       :5670  :9600109000 :   106064640

Skipping the rest of it, let’s find out which pseudo device we should use for /dev/sdd – an alternate approach to using powermt command.

 [root@ustlsehu420 stage]# ./inq.LinuxAMD64 -f_emc | grep 9600109000

/dev/sdd             :EMC     :SYMMETRIX       :5670  :9600109000 :   106064640

/dev/sdw             :EMC     :SYMMETRIX       :5670  :9600109000 :   106064640

/dev/emcpowerr       :EMC     :SYMMETRIX       :5670  :9600109000 :   106064640

This /dev/sdd and /dev/sdw are two native devices, and for ASM we should use /dev/emcpowerr only. We can create a raw device on it or use ASMLIB and create ASM stamped disk based on it as discussed before. In either case, the best practice is to leave a small portion off the top of the LUN—and create an ASM disk with the remainder.

 [root@ustlsehu421 vrajesh]# fdisk -l /dev/emcpowerr

Disk /dev/emcpowerr: 108.6 GB, 108610191360 bytes

255 heads, 63 sectors/track, 13204 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes

         Device Boot      Start         End      Blocks   Id  System

/dev/emcpowerr1               1       13205   106063616   83  Linux

[root@ustlsehu420 ~]# /etc/init.d/oracleasm listdisks

RAID1_D1
RAID1_D10
RAID1_D2
RAID1_D3
RAID1_D4

RAID1_D5
RAID1_D6
RAID1_D7
RAID1_D8
RAID1_D9

RAID5_D1
RAID5_D2
RAID5_D3
RAID5_D4
RAID5_D5

But total 18 devices created, 15 for these disks. And the rest 3 are partitioned to create OCR and voting disks which are presented as raw devices to the OS. 

PowerPath With EMC Clariion Storage—Windows Database Server

On Windows there are a few graphical tools that help explain the scenario of connections.

In our case here is the server information: DELL PE 2850 / 2x dual core Intel Xeon 3.6 GHz / 4 GB Ram Windows 2003 R2 SP 1 32 bit / One Emulex Light Pulse LP 10000 HBA / Two NIC / Attached to EMC Clariion storage / 10 LUNs of 34 GB each—one internal mirrored drive of 68 GB. 

The LUNs appear as pseudo device on windows—drive D through M.  Two of them D and E are used for Oracle software staging, installation, trace files, logs, and also occasional use of file system for storing some backup, exports, patches etc. So they are formatted with NTFS. The rest are all dedicated to ASM.
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Looking through a GUI of HBA vendor Emulex, it shows one HBA, two Storage processor on Clariion and 10 LUNs—5 each are accessed using the two SPs. At any time, this being an active passive storage system, a LUN is accessible through one of the two SPs. 
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PowerPath administrator utility shows the same thing—from PowerPath. Notice that with one HBA and Clariion—there is no IO load balancing—so my E drive where the data_pump_dir is located, is showing heavy usage 820 IO/second on c5t0d1 (c5—only adapter, t0—the first storage processor for Clariion and d1 is the second LUN) whereas the backup path c5t1d1 is idle—path through the passive SP 
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ASM files can only be backed up using RMAN. You can copy a database file outside ASM using any of the methods mentioned later and when it is on OS file system, back it up using other methods. However with RMAN gaining popularity and its tight integration with ASM and oracle 10G’s flash recovery area, it is recommended that RMAN be used for backups.

ASM and grid control—the administration and monitoring of ASM becomes a whole lot easier with a few pictures of ASM page on Grid control.
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Overall ASM instance

For RAC, there would be one ASM instance per node but since the storage is shared, you get the same information on disk usage on each of them.
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Detailed view of one ASM disk group--Lists the disk it contains, the databases it holds data for, etc. 
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Detailed view of one ASM disk

Migration 

When Will You Actually Move a Database From Non-ASM to ASM? 

If your 10G database is on traditional storage and later on you want to move to ASM. Or, if you are upgrading a 9i database to 10G, and then decide to move to ASM. The migration can be done online or offline. Since database files residing on ASM storage can be only be backed up using RMAN, a RMAN catalog is necessary to perform the migration with backup and restore. As we will show later, you can do it without RMAN but RMAN makes the job much easier.

Scenario 1—Moving From Windows Local Disk to ASM Using RMAN 

Copying a file between ASM and non-ASM can also be done using DBMS_FILE_TRANSFER package or as explained before. In addition if you already have a database running on the destination side, you can use the asmftp access to copy the database files between using XML database virtual folder. The simplest steps are like – 

1) RMAN> SQL “alter tablespace sales_data offline” ;

2) RMAN > backup as copy tablespace sales_data format ‘+DG1’ ;

3) RMAN >switch tablespace sales_data to copy ;

4) RMAN > SQL”alter tablespace sales_data online”  ; 

Scenario 2—Using a Cold Migration Method Using RMAN From The Source Server With no ASM to a Target With ASM

1. On the target side, create an ASM instance. 

13. Then backup the source database to disk using RMAN. Make sure full backups, archivelog, spfile, control file all are backed up. Move the backups to the identical location on the destination server. If it is windows, on the destination side create the instance by running oradim: oradim -new -sid hw32prd. Here hw32prd is the name of oracle database being moved. We will use RMAN’s database clone feature to replicate the database and at the same time, rename the files from file system to ASM location. 

14. On the source server, if you are using spfile, create a source pfile from its spfile. Copy the pfile to destination server and make changes for database name, background and user dump destinations if needed. Also you can change the control file location to ASM location.

15. Then on the destination side, launch RMAN like this:

set oracle_sid = destination_sid

rman target sys@source_db catalog rman@catalogdb

16. In the case scenario that follows, hw32prd is the source database here, testdb is the RMAN catalog. The destination database is also called hw32prd, and we are running this command on that server. This script goes through a lot of restore, recovery, shutdown and startups and eventually brings up the db with its new name, new dbid and does a resetlog. Here is the RMAN log file abridged for brevity’s sake. 

E:\admin\hw32prd\create>rman target sys@hw32prd catalog rman@testdb 

Recovery Manager: Release 10.2.0.1.0 - Production on Tue Oct 31 21:07:00 2006

Copyright (c) 1982, 2005, Oracle.  All rights reserved.

target database Password:

connected to target database: HW32PRD (DBID=753295732)

recovery catalog database Password:

connected to recovery catalog database

RMAN> connect auxiliary /

connected to auxiliary database: HW32PRD (not mounted)

RMAN> @rman_dup.sql

RMAN> run

2> {

3> set newname for datafile 1 to ‘+DATA/hw32prd/system01.dbf’    ;

4> set newname for datafile 2 to ‘+DATA/hw32prd/undotbs01.dbf’   ;

5> set newname for datafile 3 to ‘+DATA/hw32prd/sysaux01.dbf’    ;

6> set newname for datafile 4 to ‘+DATA/hw32prd/users01.dbf’     ;

7> set newname for datafile 5 to ‘+DATA/hw32prd/hw1_vmsys01.dbf’ ;

8> set newname for tempfile 1 to ‘+DATA/hw32prd/temp01.dbf’      ;

9> duplicate target database to hw32prd ;

10>   }

contents of Memory Script:

{

   set until scn  1471764;

   set newname for datafile  1 to  “+DATA/hw32prd/system01.dbf”;

   set newname for datafile  2 to  “+DATA/hw32prd/undotbs01.dbf”;

   set newname for datafile  3 to  “+DATA/hw32prd/sysaux01.dbf”;

   set newname for datafile  4 to  “+DATA/hw32prd/users01.dbf”;

   set newname for datafile  5 to  “+DATA/hw32prd/hw1_vmsys01.dbf”;

   restore

   check readonly

   clone database    ;

}

---- skipped lines

Finished restore at 31-OCT-06

Continuing with the logfile:

CREATE CONTROLFILE REUSE SET DATABASE “HW32PRD” RESETLOGS ARCHIVELOG

  MAXLOGFILES     16

  MAXLOGMEMBERS      3

  MAXDATAFILES      100

  MAXINSTANCES     8

  MAXLOGHISTORY      292

 LOGFILE

  GROUP  1  SIZE 50 M ,

  GROUP  2  SIZE 50 M ,

  GROUP  3  SIZE 50 M

 DATAFILE

  ‘+DATA/hw32prd/system01.dbf’

 CHARACTER SET WE8MSWIN1252

Contents of Memory Script:

{

   switch clone datafile all;

}

Results of executing Memory Script:

released channel: ORA_AUX_DISK_1

datafile 2 switched to datafile copy

input datafile copy recid=1 stamp=605308058 filename=+DATA/hw32prd/undotbs01.dbf

datafile 3 switched to datafile copy

input datafile copy recid=2 stamp=605308058 filename=+DATA/hw32prd/sysaux01.dbf

datafile 4 switched to datafile copy

input datafile copy recid=3 stamp=605308058 filename=+DATA/hw32prd/users01.dbf

datafile 5 switched to datafile copy

input datafile copy recid=4 stamp=605308058 filename=+DATA/hw32prd/hw1_vmsys01.dbf

Contents of Memory Script:

{

   set until scn  1471764;

   recover

   clone database

    delete archivelog

   ;

}

Results of executing Memory Script:

executing command: SET until clause

Starting recover at 31-OCT-06

allocated channel: ORA_AUX_DISK_1

channel ORA_AUX_DISK_1: sid=157 devtype=DISK

starting media recovery

Contents of Memory Script:

{

   shutdown clone;

   startup clone nomount ;

}

Finally the target hw32prd is up with a resetlog and a new dbid.
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