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Overview
In most organizations, the System Administrator is responsible for many of the tasks and the maintenance of systems that allow DBAs and Developers to do their job.  In many cases, a System Administrator's work is done completely "behind the scenes" from the DBAs and Developers that use these systems.  Although it is not the DBA's or Developer's primary job function to understand the setup of these machines, there are many tasks that the System Administrator may do to setup as well as use these systems in a day-to-day manner that are common knowledge to System Administrator, yet are not so obvious to others that use the systems.  This information can greatly benefit the users of these systems by increasing efficientcy and reducing the reliance on System Administrators for many tasks.
The intent of this paper is to present these setup and usage tips and information in a very brief and concise manner that applies to and is beneficial for DBAs and Developers to know.  While all Operating Systems are different, this paper will mainly focus on the use of Linux and other *NIXs due to their large and growing adoption for organizations, although there are many useful tips for Windows environments also.
Terminology
	SAN
	Storage Area Network

	NAS
	Network Area Storage

	DAS
	Direct Attached Storage

	RAID
	Redundant Array of Independent Disks

	
	

	
	

	
	

	
	

	
	

	
	


System, Storage and Network
In many cases, a little information goes a long way.  This is especially true when talking about general system, storage and network information.  Many DBAs and Developers are never exposed to these areas because in some jobs they did not need to be.  A basic understanding in these areas can be beneficial however.
RAID Basic Information
RAID configurations can be quite confusing for most individuals that are not Storage Administrators.  RAID stands for a Redundant Array of Individual (or Inexpensive) Disks.  With the size and complexity of today's databases, there are various configurations in order to utilize disks in the most efficient way possible.  Although there are many details of RAID operation that are omitted due to complexity and brevity, below are the basic ideas around various standard RAID configurations.
RAID0

RAID0 is also known as striping.  In this configuration, all disks are grouped together logically, although at the physical level all disks are working together to read and write data in chunks or stripes.  RAID0 is typically implemented for performance as all of the disks can participate in an I/O operation.  With RAID0,  I/O writes are written in chunks, or stripes, at a specified size.  Because of this, when information is read or written to the RAID0 array, many disks can be used in parallel to perform this operation.  In this configuration there is NO REDUNDANCY for disk failure however.  In fact, the chances of failure actually increase as more disks are added to this configuration, since it only takes one disk to fail the entire RAID0 array.  This configuration can be used for very fast performance, but only if the data that resides in the array can be lost without consequence.
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RAID1

RAID1 is also referred to as mirroring.  Unlike striping (RAID0), the purpose of mirroring is redundancy.  In a mirror, disk writes are identically written to two or more disks.  In this way if you have a RAID1 mirrored array, the array can sustain one disk failure without any data loss or interruption of service.  Write performance is typically not as good as RAID0 striping since the same data must be written twice as opposed to being written only once while utilizing multiple disks.
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RAID5

A RAID5 configuration is very typical for many applications.  This RAID configuration provides a reasonably good balance between redundancy and performance; with this however, RAID5 is not usually ideal for write intensive applications.  RAID5 is configured using at least 3 disks to make the array.  These disks use a "parity" bit that is calculated and distributed through the disks in the array in order to maintain consistency.  In the event of a disk failure, any subsequent reads can be calculated from the distributed parity so that the array does not fail and is usually unknown to the end user.  Although during typical operation read performance is very good, RAID5 is not ideal for write intensive applications due to the overhead of the parity calculation that must occur on each write.
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RAID0+1 (RAID01)

A RAID0+1 array is a combination of other RAID configurations.  RAID0+1 arrays require a minimum of 4 disks and must be created using an even number of disks.  In this array, the disks are first striped to make two stripe sets, as RAID0, then the two stripe sets are mirrored together, as RAID1, to make the RAID0+1 array.  This configuration provides the benefit of striping for performance, yet provides fault tolerance for disk failure.  In a single disk failure, the integrity of the array is always preserved, however more than one disk can fail without data loss as long as the other disks failure occurs in the same mirror set and not on the other side of the mirroring.  One drawback is the hardware cost of this setup, as you must purchase double the number of disks as you need storage for.
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RAID1+0 (RAID10)

Similarly to RAID0+1, RAID1+0 is a combination of other RAID configurations also.  A RAID1+0 array also requires a minimum of 4 disks and must be created using an even number of disks.  In RAID1+0 configurations however, disks are first mirrored with a RAID1 and then those mirrors are striped using RAID0.  A RAID1+0 array also provides the benefits of striping for performance along with fault tolerance for disk failure.  Although RAID1+0 can only guarantee a fault tolerance of a single disk, in many cases the fault tolerance can sustain multiple drive losses as long as no two drives in a single mirrored pair are both lost.  The chances of multiple drive losses creating data loss are statistically less than in a RAID0+1 array.  Again, the hardware costs of a RAID1+0 array is the same as a RAID0+1 array.
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DAS, NAS, SAN

All of these terms refer to different architectures to attach storage devices, or disks, to a computer.  These differences exist due to pros and cons for each method.  Few topics for the DBA or Developer are more confusing than the differences between these technologies.
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DAS, NAS and SAN Architecture Comparison

DAS (Direct Attached Storage)

A DAS storage system architecture is physically attached to the host machine.  Direct attached storage can be implemented using SCSI or Fibre Channel.  

NAS (Network Attached Storage)

A NAS is an architecture that is used to connect devices, or disks, to computers usually via a network transport, gigabit Ethernet.  Since a NAS uses a common Ethernet bus, NAS’s are usually less expensive than SANs.  Although a NAS is usually slower than a SAN due to data traveling over Ethernet, one advantage of a NAS is that no specialized hardware is required for any computer to gain access to the NAS storage other than a common network interface card.
San (Storage Area Network)

A SAN is an architecture that is typically used to attach disk arrays in such a way that the disk array appears to be locally attached to the operating system.  A SAN often uses a Fibre Channel topology, also referred to as fabric, as a means to physically connect the storage to the host.  Fibre Channel provides a very fast median of data transmission and is one of the reasons that SANs are typically much more expensive that other storage technologies.  A host bus adapter (HBA) is required on each computer that will need SAN storage.

File Systems
RAW file system
A RAW device is simply the absence of a “cooked” or normal file system.  RAW is usually implemented for performance reasons as the application that uses RAW, and not the OS, is responsible for managing the data being written to the device.
"Cooked" file system
This is typically just referred to as a file system.  Linux usually uses the 'ext3' file system, which is a journaling file system.  A journaling file system does just what it implies; it keeps a journal of changes.  These are changes it intends to make ahead of time.  Let's say we wanted to delete a file.  This means that the file system has to remove its directory entry AND mark space in the free map for the file and inode.  This needs to be an atomic transaction for these two events - either they are both done or neither or done for the file system to be consistent.  If for some reason however, the system crashes or there is a power failure between steps 1 and 2, there will be an orphaned inode.  Since a journaled file system has a record of these changes, after the crash the journal is replayed so that the file system is consistent once again.  Without the journaling (like the non-journaled ext2 file system), the only way to make the file system consistent again is to do a complete "walk" of the file system.  With the size of modern disk sizes and hence file system sizes, this can take a long amount of time.
Oracle Installation

Packages

Display full name of the packages installed (32 and 64 bit)

rpm -q --qf "%{n}-%{v}-%{r}.%{arch}\n" <package name>
Find which package provides this file

rpm -q --whatprovides libXp.so.6

Find which package a file belongs to

rpm -qf <full path to file>
List the files in this RPM package

rpm -qpl apr-util-1.2.7-1.i386.rpm
Swap Space

Add swap:

dd if=/dev/zero of=/swapfile bs=1024 count=524288

chmod 600 /swapfile

mkswap /swapfile

swapon /swapfile

X-Display

Export the DISPLAY variable and test a remote X-session

export DISPLAY=64.32.144.153:0.0

xclock

cpio

Extract a cpio (-i extract, -d make dirs, -m keep modification time, -v verbose)

cpio -idmv < ship.db_Disk1.lnxx86-64.cpio
Tips and Commands

System Information

Find if CPU is 64bit capable, search for 'lm' (Long Mode)

cat /proc/cpuinfo | grep lm
Print out lots of kernel and system information

uname -a

Show free memory in megabytes

free -m

Redirect X-Display (GUI) Through Intermediate Server
It may be necessary to redirect an X-Display from a server to a local computer, say for an Oracle installation.  Sometimes however, due to networking restrictions, the server may not be able redirect the display directly.  In this case, we can “bounce” the display through an intermediate server that does have network access.
Forward X11 traffic from server A to a local PC through intermediate server:
1. Enable X-forwarding on both Server A and Server B in the /etc/sshd/sshd_config
2. Start X server on local PC.
3. Configure Putty to use X11 on "localhost:0".
4. ssh to Server B.
5. Export DISPLAY to PC.  
6. ssh with Xll forwarding (usually ssh -X) to Server A.
7. Run X Application.
Re-connect to OS Session

Here’s a great tip using a less-known but very useful utility.  It seems that lots of people want to be able to connect to a Linux session from the office computer, start a command such as a long export, go home and log back into the same session from a home computer.  In a Windows world, this would be the same a disconnecting to a Remote Desktop session.
	Command
	Effect 

	screen
	Login and start a Screen session right away 

	<CTL>+a "
	Show list of terminals managed by Screen 

	Esc
	Close the list window 

	<CTL>+a c
	Create a new terminal window 

	<CTL>+a "
	The list of terminals now shows two entries 

	Esc
	Close the list window 

	ls
	show the directory contents in this window 

	<CTL>+a p
	return to the previous, first window 

	ping google.com
	Do something in this window, too 

	<CTL>+a c
	Create another window 

	<CTL>+a S
	Split the term vertically into two regions 

	<CTL>+a X
	Kill the current region 

	<CTL>+a <Tab>
	Focus the newly created region 

	<CTL>+a -
	Resize this region and make it 3 lines smaller 

	<CTL>+a 1
	Show the first window in this region 

	<CTL>+a <Tab>
	Move the focus back to the upper region 

	<CTL>+a d
	Detach the Screen session 

	 
	open a xterm 

	screen -R
	login again and make Screen re-attach (R) 


Mounting and Connecting to Shared Volumes
Mount the data1 nfs volume on /mnt/temp

mount nas1:/data1 /mnt/temp
Connect to brents_docs SMB share

mount -t smbfs -o username=brent,password=password //iomega1/brents_docs /brents_docs

Connect to share w/ user 'zmanda' & prompts for password

smbclient \\\\bbvm1\\test -U zmanda
Mount Windows SMB shares, like smbclient did

mount -t cifs -o user=username //computer/share /mnt/mtpoint
Mount a CDROM in a typical Linux environment

mount /dev/cdrom /mnt/cdrom

FTP

Transfers a large file without involving the disk and without having to cache the file in memory
FTP> put "|dd if=/dev/zero bs=1M count=100" /dev/null
FTP URL with password from browser window syntax:

ftp://user:password@host:port/path 

find, grep, du and sed
find

Find files modified within 2 days

find / -mtime -2 -print
Find and ask before deleting all trace files in the current directory

find . -name “*.trc” –ok rm –f {}\;
Find largest files and sort by size

find . -size +5000000c -ls | awk '{print $7, $11}' | sort
List (-l) file names with "aabbcc" and modified (-mmin) w/in 30 min (-30)
find . -mmin -30 -exec grep -l aabbcc "{}" \;
Find and delete files more than 5 days old

find /u01/app/oracle/admin/ifxdb/arch/ -mtime +5 -exec rm -f {} \;
grep

Greps out 4 lines before and after it finds the desired text

cat uni1_lmon_13673.trc | grep -C4 -i reason
Grep out blank lines (be careful of spaces or tabs though)
grep -v '^$' input.txt
sed

Search and replace checking each line in the cust_errors.log file
sed '1,$s/searched/replaced_with/g' cust_errors.log > cust_errors.html
du

Find the 'disk usage' (du) for several archive logs and display a total
du -shc al_TEST1_20080304*

16M     al_TEST1_20080304_15jacpfk_1_1

4.0K    al_TEST1_20080304_1ajacpgv_1_1

1.9G    al_TEST1_20080304_2cjaeqqg_1_1

…

1.9G    al_TEST1_20080304_2qjaerj1_1_1

40G     total
top, sar, ps and vmstat

top

Press '1' to toggle between a CPU per line and an average of all CPUs
Can also save your current settings to ~/.toprc by typing 'W'
sar

sar measures internal activity using a number of counters contained in the kernel.  sar reports can provide very useful information to find out if the system is performing well.
Setup

System activity recording (SAR) is usually disabled by default on a system. If you wish to enable it
1. log in as root
2. enter the command /usr/lib/sa/sar_enable –y
3. reboot the system
If system activity recording has been started, the following crontab entries exist for user sys in the file /usr/spool/cron/crontabs/sys: 

   0 * * * 0-6 /usr/lib/sa/sa1

   20,40 8-17 * * 1-5 /usr/lib/sa/sa1

The first sa1 entry produces records every hour of every day of the week. The second entry does the same but at 20 and 40 minutes past the hour between 8 am and 5 pm from Monday to Friday. So, there is always a record made every hour, and at anticipated peak times of activity recordings are made every 20 minutes.

Range Reporting
Just see part of a day using start and end params

sar -f /var/log/sa/sa05 -s 08:00:00 -e 10:00:00

Linux 2.6.9-42.0.10.ELsmp 


  03/05/2008

08:00:01 AM       CPU     %user     %nice   %system   %iowait     %idle

08:10:01 AM       all      1.04      0.00      0.93     24.77     73.25

08:20:01 AM       all      1.02      0.00      0.90     23.77     74.31

08:30:01 AM       all      1.12      0.00      1.08     26.74     71.06

08:40:01 AM       all      1.15      0.00      1.07     27.07     70.71

08:50:01 AM       all      1.16      0.00      1.11     28.51     69.21

09:00:01 AM       all      1.18      0.00      1.19     29.78     67.85

09:10:01 AM       all      1.23      0.00      1.21     30.59     66.96

09:20:01 AM       all      1.17      0.00      1.16     30.79     66.89

09:30:01 AM       all      1.16      0.00      1.22     33.50     64.11

09:40:01 AM       all      1.12      0.00      1.15     33.13     64.60

09:50:01 AM       all      1.22      0.00      1.30     34.53     62.95

Average:          all      1.14      0.00      1.12     29.38     68.36
ps

Return either apache or mysql

ps -ef | egrep "apache|mysql"
Print Oracle smon background process

ps -ef | grep ora_smon | grep -v grep | awk '{ print $8 }'
Shell Prompt

Sometimes it can be very useful to make a custom prompt.  It can be too easy for a user to think they are on a development system when in reality they’re on a production machine.  If you color code your production prompts in say red, the distinction becomes more clear.

export PS1="\[\033[1;31m\][\$(date +%H:%M)][\u@\h:\w]$ "

[12:59][oracle@shag:~]$

Shell Scripting (bash)
Debugging

It seems like many people are used to adding echo statements to begin debugging a bash script.  While this may be necessary sometimes, in many cases it is faster to run the script in a debugging mode that is built into the bash shell.  There are a few options, as shown below.  Many times the tracing is very helpful to see what the program is doing.
	Name
	Flag
	Description

	No Exec
	-n
	Reads all commands, but does not execute them.

	Verbose
	-v
	Displays all lines as they are read.

	Execution 
Tracing
	-x
	-Displays commands and their arguments as they are executed. Often referred to as shell tracing.


Invoking debugging is quite easy.  One way can be to enable it for the entire script.  This is done by adding the flags below to the sha-bang line of the script.  The following will enable shell tracing for the entire script.
#!/bin/bash –x

Let's just enable shell tracing (debugging) for this section only:

set -x

echo "Making new backups, please wait..."

cp -r docs backup

Failed $?

set +x

The 'set +x' will end the shell tracing.

Cron

Save cron, remove cron, then re-instate cron:

crontab –l > oracron

crontab -r

crontab oracron

Cron time order:

Minute - Minutes after the hour (0-59).
Hour - 24-hour format (0-23).
Day - Day of the month (1-31).
Month - Month of the year (1-12).
Weekday - Day of the week. (0-6, where 0 indicates Sunday).
File Cleanup

List (-l) file names with "aabbcc" and modified (-mmin) w/in 30 min (-30)
find . -mmin -30 -exec grep -l aabbcc "{}" \;
Move files more than 10 days old with the filename *.trc
find . -name "*.trc" -mtime +10 -exec mv {} /tempdir \;
Deletes file older than 60 minutes in one statement

find . -type f -name '*.trc' -mmin +60 -print0 | xargs -0 rm
Sendmail

Configure sendmail SMART_HOST:

To uncomment it you have to remove the "dnl " text. Also, change "smtp.your.provider" to the real host that you want to use as your relay.

1. cp -p sendmail.cf sendmail.cf_orig

2. cp -p sendmail.mc sendmail.mc_orig

3. vi /etc/mail.sendmail.mc

4. uncomment the line that looks like this:

5. dnl define(`SMART_HOST',`smtp.your.provider')

6. replace with your smtp provider, such as `smtp.west.cox.net'

7. m4 sendmail.mc > /etc/sendmail.cf

8. restart sendmail

If you don’t have the sendmail.cf rpm installed or don’t not want to install it, you can add your SMART_HOST definition directly into the /etc/mail/sendmail.cf file yourself.  Open /etc/mail/sendmail.cf  and search for the DS definition.
To add your SMART_HOST simply add the DNS name directly after 'DS' (without any space, i.e.  DSsmtp.west.cox.net).  Save and close the file and restart sendmail.

Client-Side SMTP AUTH + SMART_HOST
Add to /etc/mail/authinfo:

AuthInfo:smtp.1and1.com "U:brent" "P:password" "M:PLAIN"

Then create the .db file:

makemap hash /etc/mail/authinfo < /etc/mail/authinfo

Edit the file permissions:

chmod o-r /etc/mail/authinfo

vi sendmail.mc

define(`SMART_HOST',`smtp.west.cox.net')dnl

FEATURE(`authinfo')dnl

define(confDOMAIN_NAME, `soe.sony.com')dnl

m4 sendmail.mc > sendmail.cf

If not installed:

yum install sendmail-cf

/etc/init.d/sendmail restart

echo "Test" | mail -s "Test1 from qaserv1" brent@cox.net
Run sendmail.mc through m4 macro processor
m4 sendmail.mc > sendmail.cf
Force the return address of test.com

/usr/sbin/sendmail -f test@test.com bbigonger@cox.net
Misc
Compare Oracle DB parameters side by side.
sqlplus system/password@TEQ2

set pages 1000 lines 120

col type format a15

spool params_ TEQ2.txt

show parameters

spool off

conn system/password@EQ2

set pages 1000 lines 120

col type format a15

spool params_EQ2.txt

show parameters

spool off

!diff -bB --side-by-side --suppress-common-lines params_ TEQ2.txt params_EQ2.txt | grep -v SDEQ2 | grep -v cluster_ | grep -v log_archive_dest

Correctly set the backspace key

stty erase ^?
Rename a subset of files
ls *.log | xargs -t -i mv {} {}.old

Renice process value and increase by 20 (make it as least important as possible)

renice 20 -p 22432
Split a file into smaller chunks

split –bytes=1m /path/to/large/file /path/to/output/file/prefix
cat prefix* > NEWFILENAME

Check availability of a network service
telnet brentserver.com 22
Troubleshooting

OS Logs

tail -50 /var/log/messages

tail -30 /var/log/secure

Memory

sar –r
11:33:01 AM kbmemfree kbmemused  %memused kbbuffers  kbcached kbswpfree kbswpused  %swpused  kbswpcad

11:34:01 AM     22848   3872556     99.41      2000   3613292   4095056     97868      2.33         8

11:35:01 AM     21896   3873508     99.44      3260   3603192   4095056     97868      2.33         8

11:36:01 AM     22720   3872684     99.42      2076   3613476   4095056     97868      2.33         8

11:37:01 AM     28344   3867060     99.27      3032   3606280   4095056     97868      2.33         8

11:38:01 AM     25080   3870324     99.36      2088   3610864   4095056     97868      2.33         8

11:39:01 AM     21896   3873508     99.44      2996   3613076   4095056     97868      2.33         8

11:40:01 AM     24696   3870708     99.37      2136   3610284   4095036     97888      2.33        20

11:41:01 AM     21960   3873444     99.44      3340   3612204   4095088     97836      2.33        16

11:42:01 AM     23120   3872284     99.41      2076   3613220   4095052     97872      2.33         4

11:43:01 AM     23696   3871708     99.39      3124   3610612   4095052     97872      2.33         4

11:44:01 AM     22032   3873372     99.43      1940   3614136   4095048     97876      2.33         4
I/O

No swapping apparent, but most of the time is spent waiting for I/O:

vmstat 3 5

procs -----------memory---------- ---swap-- -----io---- --system-- ----cpu----

 r  b   swpd   free   buff  cache   si   so    bi    bo   in    cs us sy id wa

 0  1      0 2432332  67616 1475224    0    0   317   262  333   144  1  0 92  7

 0  2      0 2432332  67616 1475224    0    0  1711   570 1594  1017  1  0 70 29
 0  3      0 2432284  67624 1475216    0    0  1646   337 1538   911  0  0 70 29
 0  4      0 2432292  67624 1475216    0    0  3001   312 1622  1107  1  1 65 34
 0  0      0 2432212  67624 1475216    0    0  2078  1466 2459  2354  1  1 76 22
System swapping disk:

sar -W
Linux 2.6.9-67.0.1.ELsmp       

07:40:02 AM  pswpin/s pswpout/s

07:50:01 AM      0.76      0.01

08:00:01 AM     10.29      0.90

08:10:02 AM     13.94      7.38
08:20:01 AM      0.39      0.48

08:30:01 AM     12.98      1.43

08:40:01 AM      5.85      5.03

08:50:01 AM      0.60      0.01

09:00:01 AM      0.11      1.58

09:10:01 AM     10.04      0.03

09:20:01 AM      0.29      0.08

09:30:02 AM      0.44      5.16

09:40:01 AM      1.16      1.15

09:50:01 AM      5.30      1.78

10:00:01 AM      2.19      2.32

10:10:01 AM     42.42     43.59
10:20:01 AM      1.02      0.14

Average:         3.24      2.62
Network

Show connections, networking timer and the Program that owns the service
[13:09][oracle@shag:~]$ netstat -antp --timers

(Not all processes could be identified, non-owned process info

 will not be shown, you would have to be root to see it all.)

Active Internet connections (servers and established)

Proto Recv-Q Send-Q Local Address               Foreign Address             State       PID/Program name    Timer

tcp        0      0 10.10.140.22:1521            192.168.55.193:33927         ESTABLISHED 13271/oracleEQ2 keepalive (463.41/0/0)

tcp        0      0 10.10.140.22:1521            192.168.55.22:32772           ESTABLISHED 9412/tnslsnr        keepalive (4109.68/0/0)

tcp        0      0 10.10.140.22:1521            192.168.55.193:33926         ESTABLISHED 13269/oracleEQ2 keepalive (471.27/0/0)

tcp        0      0 10.10.140.22:1521            192.168.55.193:33925         ESTABLISHED 13267/oracleEQ2 keepalive (479.08/0/0)

tcp        0      0 10.10.140.22:1521            192.168.55.193:33924         ESTABLISHED 13265/oracleEQ2 keepalive (474.40/0/0)
Links

Web Resources

http://www.linuxjournal.com
http://www.howtoforge.com
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